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UNSINKABLE MATHEMATICS THAT IS SINKING*

P. K. BANERJI

Have we anytime enquired or ever questioned ourselves as how

fair do we teach, have we even questioned how fair is our re-

search. Both the teaching and research are two parallel streams,

yet sometimes we draw a separable line between them. Both to

be administrated properly, require expression, orientation, and

innovation. We are here to serve the scientific community and

care for it, without which our progress at the best be the halting

and our achievements, of routine nature.

The convention, that the President of the Indian Mathematical Society should

address the annual gathering of mathematicians, enjoins me to stand before you

today, and also conventionally, the President elect to speak on a non-specialized

field, the general address. I propose to address you on a subject (or theme)

with which we all are connected and concerns us all. At the same time, is in

conformity with the main objective of the Society, namely,to advance and promote

cause of mathematics in India. I am convinced that without addressing ourselves

to what I may call the characteristic value of academics and academic development,

our progress can at best be halting and our achievements, of a routine nature.

The medias both print and electronic have hardly designed or have ever spoken

for either teaching or research. For some time the news papers advertised and

television aired the slogan on environment saying only eleven hundred twenty

four tigers are left in India, it is a matter of concern. Have you ever heard

one saying or asking how many good teachers and researches are left in India and

we are seriously concerned. Teachers’ Training Institutes and B. Ed. Colleges

are mushrooming in the country, central government and state governments are

approving them and recognizing them without any plan and objective. In schools,

teachers do not teach, they narrate the same as can be found in certain books

* The text of the Presidential Address (General) delivered at the 77th Annual Conference

of the Indian Mathematical Society held at Swami Ramanand Teerth Marathwada University

(SRTM University), Vishnupuri, Nanded - 431 606, Maharashtra, during the period December

27 - 30, 2011.

c⃝ Indian Mathematical Society, 2012.
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2 P. K. BANERJI

(most of the time verbatim) which too are not among classical names, teachers

are only finishing the courses without teaching mathematics. Similar are the cases

in colleges and universities (this is commonly said). Governments are opening

new universities, upgrading some and giving recognitions to many. Vice-President

of the Planning Commission, Motek Singh Ahluvaliya opined the same during

his inaugural speech at the West Zone Vice-Chancellor’s conference in Udaipur,

Rajasthan, on 29 July 2011. He said, quote, instead of opening new universities

and putting efforts to make it to international level, efforts should be made to

convert existing potential universities as centre of excellence. Economic or financial

burden should not be on students and guardians. A similar concept was expressed

by Prof. Peeyush Chandra (IIT, Kanpur), in his Presidential Address (General)

at the 75th Annual Conference of the IMS during December 2009.

If you are not teaching, good students will not born and so you cannot have

good qualitative mind which results into a vacuum in advance studies. Teaching

and research both need orientation, clarity of ideas, and innovation. Both require

proper expressions, both vocal and written, which require command on language

and need the art of explanation. Research is a profession and full time occupation,

which is required to be injected into every student we meet as a teacher and to

your own research scholars. According to a recent (February 2011, published April

2011) report of the Global Innovation Index (GII), Geneva, despite acquiring the

title of rising star of economic and financial management, India is far behind many

countries of the world in research and new findings. The report of GII is that from

the industrial field to every domain in the society, India has gone down in index

from 56 to 62, Switerland is at number one. Whereas Singapore, Hong Kong,

and Finland are placed second, third, fourth and fifth, respectively. Mr. N. R.

Narainmurthy, Advisor, Infosis, in an interview (at Ahemdabad) on 19 July 2011,

said that IITs do not have the glamour that used to be there during 60s and 70s.

There used to be new researches those years, but now they remain as coaching

institutes. He was talking at IIT, Gandhinagar. I personally feel and I am sure

all of you will agree (at least partially, if not completely) that teaching is an art, a

very natural phenomenon with which some are born while others devote to acquire

the art, which is exactly similar to a painter who draws his imaginations on the

canvas. Despite this we can create good teachers from among our own scholars,

for which we will have to be ourself an artist and know avenues to build teachers.

Do not separate these two entities, they have one common value, that is, value

for orientation. The hairline difference is (may be thought of) that in teaching we

(usually) explain the already existing concepts through our expertization, whereas

in research we attempt to establish a relation between some already existing con-

cepts and our innovated ideas; that is how so many theories are invented. Searching
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for some new and lucid techniques for explaining already existing mathematical

concepts, while teaching, will raise awareness among students and in this way

they will experience an avenue leading them later to research. In connection with

higher education and research, on 13 July 2011, a survey report that is conducted

in Jiwaji University, Gwalior, was published. The survey report is alarming and

such is the situation in the country. There is a great decline in the traditional

research, which according to educationists, is the temptation to earn more in less

time and thus students, after graduation opt for professional courses (which earn

money for them). Research in Physics, Mathematics, Chemistry, and in biological

(or life sciences) sciences, these days, do not attract students; instead they prefer

commerce, arts, and social sciences. The report, if read within lines, reflects only

one aspects regarding decline in research in science, and that is, they do not fore-

see job opportunities and thereby feel insecured. Both the central and the state

Governments are not encouraging appointments and the higher education.

Score of scholars come to conference to present papers for which they are

allowed maximum ten minutes. They (maximum of them) come like orphans (it

sounds harsh, yet true) without a proper guidance from the supervisors, who (oth-

erwise) have not guided them or trained them to present their paper, through over-

head projector or power point or on blackboard, they have not been supervised

or directed adequately regarding correct language, proper pronunciation, proper

audition and speech, each of which are the prerequisites for communication. If we

do not communicate, we cannot teach and do research. They are not trained how

to present a paper of 15 pages in 10 minutes or (on the other hand) a 2 pages

paper in 10 minutes. Train them today to become one of you in years to come.

I do not believe in Power Point presentation, I do not believe in Overhead

Projector presentation if anyone of them is used to project and be read verbatim.

However, they are best used to draw an outline of the lecture or shows a rigid

calculation which you have, otherwise, short time to write and explain.

A catastrophic storm, called impact factor, is fast approaching to wreck math-

ematics. The damage has already begun which is cutting the coast line of math-

ematics. The impact factor has been widely adopted as a proxy for the quality

of journal. It is used by libraries to guide purchase and renewal decisions, by

researchers deciding where to publish, by promotion committees labouring under

the assumption that publication in a higher impact factor journal represents bet-

ter work, and by editors and publishers as a means to evaluate and promote their

journals. It has been widely criticized on variety of grounds, see Arnold, D. N.

and Fowler, K. K. and references therein. Arnold and Fowler writes, impact factor

as a flawed statistics. For one thing, the distribution of citations among papers is

highly skewed, thus the mean for the journal tends to be misleading. For another,
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the impact factor only refers to citations within the first two years after publication

(a particular serious deficiency for mathematics, in which around 90 percent of

citations occur after two years). In this connection, I refer to my own lecture text,

Why should we do Research and What Should we do in Research : The Research

Methodology, which was delivered at the National Meet of Research Scholars, a

DST Orientation Programme, held at IIT Roorkee in December 2009. I would also

like to advise you all to refer to a survey article, Impact Factor and Mathematics :

A Debate, by our research group, which was submitted to the Open Mathematics

Journal, Bentham Science Publishers, USA.

Some time in December 2009, during my one day visit, I along with Prof. Rajiv

Srivastava and Prof. Sunder Lal of The Institute of Basic Sciences, B. R. Ambedkar

University, Agra, discussed the current decline of mathematics and thought we do

something to motivate others to contribute their ideas to save mathematics from

falling. In what resulted is the text of the mail that I sent to some mathematicians

in the country and I did receive affirmative responses, while many never responded.

Dear Colleague

Around the world both mathematics teaching and research are flourishing with the

advancing mathematical ideas, but such is not happening in India and even if a part

of such is happening that is/are restricted to small section. Mass is not entailed,

enthusiasm is lost, how can we endure working for mathematics in a situation

as it is in the present time. During the last forty fifty years we have seen how

classical problems have been solved and new theories are advented and moreover,

mathematics and physics have rediscovered each other. Young researchers and

teachers are either not aware of such advancement or they do not have interest to

do so or else those who have the orientation are not secured. They feel hesitant

and do not receive support for career in mathematics. Even as a research scholar,

no one feel secured and we supervisors, after helping them to earn the degree of

Ph. D. remain unanswered to get them obtain a job or furthering their research.

In India mathematics is considered a last choice for students, not because it

has lost its glamour or usefulness, but because of the attitude of negligence of the

government which reflected the indian society to believe it. Particularly, the state

government run colleges and universities are in poor state, which is very pathetic.

The state-of-the-art of mathematics raises concern among us and many have also,

at the same time, did think to do something, but could not be done. Even now,

though late we are, we can contribute together much to save mathematics instead

of leaving it on governmental ventilator, do not let it die. This mail is the result

of many verbal discussions of the writer of this mail with several prominent indian

mathematicians, who have a common feeling to enhance mathematics teaching and
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research . I, therefore, appeal to you all, as an individual, to join this venture. No

one alone can complete this thinking. We will succeed, may not be over night but

very soon, so let us begin, let us bring back the respect for mathematics.

We appeal

(1) to abolish the Guest Faculty tradition, which has become a common word

in state colleges and universities, where one is hired for rupees 150-200 per

class and that too for only those classes, which are actually held.

(2) to introduce Teaching Assistantship Programme, where a promising can-

didate is appointed for at least two years, and renewal for another two years

subject to satisfactory performance. After two years the concerned college or

the university should negotiate with state government to sanction posts. The

concerned government should support and assist.

(3) to introduce Hiring of Mathematics Teachers. By this we mean hiring of

good teachers from X university by the Y university on tenure track appoint-

ment. Modelities are to be decided.

(4) that the state run colleges and universities should be given free hand to ap-

point qualified teachers without the interference of the concerned government.

Modelities are to be decided.

(5) to introduce Mathematics Awareness Programme among college and uni-

versity teachers both in teaching and research.

These are only few. You are invited to write your views. Write to me per-

sonally. When many such are received, they will be compiled and consolidated and

will be mailed to you again. We may decide later to meet.

I look forward to your joining this venture. Awaiting your response.

P. K. BANERJI

Now, from this platform I want to share this concept with you all and appeal

to contribute your cooperation, in a manner that is appropriate, for this academic

cause, to stop mathematics from decline, to stop it from evaporating, and to

prevent it from sinking.

Most of this onerous responsibility will develop on the shoulders of the younger

generation where we look for leaders and the rank. Young mathematicians will

have to rise to the occasion to perform, to prove their credentials, to make others

feel dependent on you, develop a faith in mathematics, in order to save it from

decline and enjoy teaching and research. All of us should distinguish ourselves by

undertaking an unusal or particularly effective program of value to the mathemat-

ics community, internally or in relation to the rest of society. I am confident of

the success of various academic sessions and the conference. My profound regards

to the big family of the Indian Mathematical Society and I urge to those, who
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have not yet had the membership of the Society, to join our family. I am beholden

to my colleagues of the Indian Mathematical Society for giving me this unique

privilege of presiding over its 77th Session. This kind of talk is more flexible than

presenting a paper, where I have the freedom to indulge in informatics, whimsical-

ities, and a little impression, and more so, a lot to tell of things tried and things

that failed. Finally, thanks for your forbearance and tolerance to listen to me. P.

K. BANERJI,

DEPARTMENT OF MATHEMATICS, FACULTY OF SCIENCE,

J. N. V. UNIVERSITY, JODHPUR 342 005, INDIA.

E-mail : banerjipk@yahoo.com
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THREE MOST GENERALIZED INTEGRALS
OF THE 20TH CENTURY*

P. K. BANERJI

Abstract: The Fundamental Theorem of Calculus remained the potential

factor for the development of generalized integration processes in the twenti-

eth century. The integrals, discussed in this text and presented to a house of

heterogeneous mathematicians, are named after their principal investigators

Denojy, Perron, Henstock, and McShane, each generalizes some aspect of the

Lebesgue integral. These new integrals focus on a different property of the

Lebesgue integral and thus their definitions are radically different. However,

it turns out that all three integrals are equivalent. This text intends, very

briefly, to present these integration process. The matter for this text has been

drawn from a number of different sources owing to the fact that recent and

past developments related to these integrals exists in research articles. This

text is presented to all young scholars who for many reasons have not expe-

rienced any revolution regarding these integrals. What required for detailed

reading of these integrals is a thorough understanding of basic real analysis

such as that found in Rudin’s Principles of Mathematical Analysis, DePree

and Swartz’s Introduction to Real Analysis, Apostol’sMathematical Analysis,

and Goldberg’s Real Analysis. Wherever and whenever required, notations

and terminologies used are explained. Proofs of theorems are avoided.

1. The Denjoy integral

A. Denjoy, in 1912, developed an integration process that satisfies the following

theorem.

Theorem 1.1. Let F : [a, b] → R be continuous. If F is differentiable nearly

everywhere on[a, b], then F ′ is integrable on [a, b] and
∫ x

a
F ′ = F (x) − F (a) for

each x ∈ [a, b].

He called the process of computing the values of his integral totalization

and established that every derivative met the criteria for this process and that

the original function was recovered. This process of totalization is found to be

* The text of the Presidential Address (Technical) delivered at the 77th Annual Conference

of the Indian Mathematical Society held at Swami Ramanand Teerth Marathwada University

(SRTM University), Vishnupuri, Nanded - 431 606, Maharashtra, during the period December

27 - 30, 2011.

c⃝ Indian Mathematical Society , 2012
7



8 P. K. BANERJI

a complicated process, which admits the use of transfinite numbers (see Kline,

Morris, Mathematical Thought from Ancient to Modern Times, pp.998–99, Oxford

University Press, New York, (1972). Hobson [5]. N. Lusin, within few months,

could establish a connection between this new integral and the notion of generalized

absolute continuity. Most of researchers follow this approach.

The Lebesgue integral offers the following advantage over the Riemann inte-

gral. (1) A function does not need to be continuous at any point in order to be

Lebesgue integrable. (2) If {fn} is a sequence of uniformly bounded, Lebesgue

integrable functions that converges pointwise to f on [a, b], then f is Lebesgue

integrable on [a, b] and
∫ b

a
f = lim

n→∞

∫ b

a
fn. (3) If F has a bounded derivative on

[a, b], then F ′ is Lebesgue integrable on [a, b] and
∫ x

a
F ′ = F (x) − F (a) for each

x ∈ [a, b]. An extension of (3) is, (4). Let F be a continuous function defined

on [a, b]. If f is differentiable nearly everywhere on [a, b] and if F ′ is Lebesgue

integrable on [a, b], then
∫ x

a
F ′ = F (x)− F (a) for each x ∈ [a, b].

Moreover, an integral with the property (Theorem 1.1) is said to recover a

function from its derivative, and further, any integral that satisfies Theorem 1.1

should include the Lebesgue integral. This means, any function that is Lebesgue

integrable should be integrable in the new sense and the integral should be equal.

We know that, a function f : [a, b] → R is Lebesgue integrable on [a, b] if and only

if there exists an absolutely continuous function F : [a, b] → R such that F ′ = f

almost everywhere on [a, b]. The Denjoy integral is a simple generalization of his

characterization of the Lebesgue integral.

Definition 1.1. A function f : [a, b] → R is Denjoy integrable on [a, b] if there

exists a generalized absolutely continuous function in the restricted sense (on E,

set of real numbers) F : [a, b] → R such that F ′ = f almost everywhere on [a, b].

The function f is Denjoy integrable on a measurable set E ⊆ [a, b] if fXE (XE

is the characteristic function on set E) is the Denjoy integrable on [a, b].

We know the result [2, p.103] which provides a condition for a function to be

generalized absolutely continuous function in the restricted sense on an integral,

that is, Let F : [a, b] → R be continuous on [a, b]. If F is differentiable nearly

everywhere on [a, b], the F is generalized absolutely continuous function in the

restricted sense on [a, b]. By virtue of this the Denjoy integral of a function is

uniquely determined upto an additive constant. If the condition F (a) = 0 is

added, then the function F is unique, which is denoted by
∫ x

a
f. All the usual

properties of an integral are possessed by the Denjoy integral, see [2, p. 109].

The difference between the Lebesgue and the Denjoy integral is that the indefinite

latter integral is generalized absolutely continuous in the restricted sense rather

than absolutely continuous. This is an after the fact comparison, owing to the
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fact of the involvement of indefinite integrals rather than integrands. Following

remarks will offer the clarification to pronounce the difference between a Lebesgue

and a Denjoy integrable function.

Remark 1.1. A measurable function f is Lebesgue integrable on [a, b] if and only

if |f | is Lebesgue integrable on [a, b].Let f is Denjoy integrable on [a, b], but not

Lebesgue integrable on [a, b]. Then |f | in not Denjoy integrable on [a, b]. Because, if

|f | is Denjoy integrable on [a, b], then by virtue of the property : Let f : [a, b] → R

be Denjoy integrable on [a, b] . If f is non-negative on [a, b], then f is Lebesgue

integrable on [a, b], it is Lebesgue integrable on [a, b] which implies that f is also

Lebesgue integrable on [a, b]. For this reason, the Denjoy integral is called a non-

absolute integral. This means that, it does not follow that |f | is Denjoy integrable

on [a, b] given that f is Denjoy integrable on [a, b].

Remark 1.2. We know, if a function is Lebesgue integrable on [a, b] , then it is

Lebesgue integrable on every measurable subset of [a, b], but not subset of [a, b].

Let f is Denjoy integrable on [a, b], but not Lebesgue integrable on [a, b] (we

quoted same above). Then by virtue of the property : Let f : [a, b] → R be Denjoy

integrable on [a, b] . If f is Denjoy integrable on every measurable subset of [a, b],

then f is Lebesgue integrable on [a, b], there exists a measurable subset of [a, b] on

which f is not Denjoy integrable.

Above mentioned differences make it possible (that is why they are important)

for the Denjoy integral to possess properties which the Lebesgue integral does not

have. The theorem that follows expresses the close relationship between the Denjoy

and Lebesgue integrals.

Theorem 1.2. If f : [a, b] → R is Denjoy integrable on [a, b] then for each ϵ > 0

there exists a measurable set E ⊆ [a, b] such that µ([a, b]−E) < ϵ , f is Lebesgue

integrable on E and
∫
E
f =

∫ b

a
f .

Following two theorems (properties rather) are for the the Denjoy integral

which are not valid for the Lebesgue integral.

Theorem 1.3. Let f : [a, b] → R is Denjoy integrable on each interval [c, d] ⊆
(a, b). If

∫ d

c
f converges to a finite limit as c → a+ and d → b− then f is Denjoy

integrable on [a, b] and
∫ b

a
f = lim

c→a+,d→b−

∫ d

c
f .

Theorem 1.4. Let E be bounded, closed set with bounds a and b and let {(ak, bk)}
be the sequence of intervals contiguous to E in [a, b]. Let f : [a, b] → R be Denjoy

integrable on E and on each [ak, bk]. If the series
∞∑
ω

k=1

(∫ x

a
f , [ak, bk]

)
converges,
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then f is Denjoy integrable on [a, b] and
∫ b

a
f =

∫ b

a
f XE +

( ∞
k=1

)
ω
∫ bk
ak

f .

Prior concluding this section we would desire to read an interesting mathe-

matical concepts of the Denjoy integral. Suppose that for a given function f ,

we know it is the derivative of a continuous function F on [a, b]. In computing

F (b) − F (a), with the knowledge of first year calculus, we may work out various

techniques. But when none of the techniques work, we appeal to the definition of

the Riemann integral and, for large values of n , compute

n∑
i=1

f

(
a+

(b− a)i

n

)
b− a

n
.

the limiting value being F (b) − F (a). We, on the other hand, note that this ap-

proach favours if f is Riemann integrable on [a, b], but there are derivatives which

are not Riemann integrable. However, if f is Lebesgue integrable, then simple

functions can be used to approximate the value of F (b)− F (a). The definition of

the Denjoy integral, however, does not convey as to how do we find F (b)− F (a),

and that is why the definition is called a descriptive definition of the Denjoy in-

tegral. The original definition of Denjoy was a constructive definition through a

process of Lebesgue integrations and limit operations. In the early days of the

theory of Lebesgue integral, a Lebesgue integrable function was called summable.

The best source for curious reader is Natanson [12] and/or Saks [15], Royden [14],

and Pfeffer [13] among others.

2. The Perron integral

In 1914, another extension of the Lebesgue integral was developed by

O. Perron and has shown that this integral also had the property that every

derivative was integrable. This work was independent of Denjoy, and thus has

a different flavour. We will try to discuss the property of the Lebesgue integral

which was chosen by Perron to generalize. We will begin by introducing notion of

major and minor functions, in terms of which Perron integral is defined. These

functions are defined by virtue of upper and lower derivatives.

Definition 2.1. Let F : [a, b] → R . The upper right and lower right and the

upper left and lower left derivatives of F at x ∈ [a, b] are denoted by D+F (x) and

D+F (x), and D−F (x) and D−F (x), respectively. The function F is differentiable

at x ∈ (a, b) if all four derivatives are finite and equal (we know of them through

calculus).The upper and lower derivatives of F at x ∈ [a, b] are denoted by DF (x)

and DF (x), respectively such that

DF (x) = max{D+F (x), D−F (x)}
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and

DF (x) = min{(D+F (x)), D−F (x)}.

Definition 2.2. Let f : [a, b] → Re (extended real numbers). (a) A function

U : [a, b] → R is a major function of f on [a, b] if DU(x) > −∞ and D(x) ≥ f(x)

for all x ∈ [a, b]. (b) A function V : [a, b] → R is a minor function of f on [a, b] if

DV (x) < +∞ and D(x) ≤ f(x) for all x ∈ [a, b].

By virtue of the property, that if F : [a, b] → R and E ⊆ [a, b] and ifDF < +∞
or DF > −∞ nearly everywhere on E then F is of generalized bounded variation

in the restricted sense on E, the functions U and V are of generalized bounded

variation in the restricted sense on [a, b]. This implies that U and V are measurable

and differentiable almost everywhere on [a, b].

Theorem 2.1. A measurable function f : [a, b] → Re is Lebesgue integrable on

[a, b] if and only if for each ϵ > 0 there exists absolutely continuous major and

minor functions U and V of f on [a, b] such that U b
a − V b

a < ϵ.

Here U b
a is used to mean U(b) − U(a), which and similar for V are used

when major and minor functions are involved. In proving (we are not detailing

the proof) this theorem, corresponding to ϵ/2, we choose functions u and v [1]

such that U(x) =
∫ x

a
u and V (x) =

∫ x

a
v are absolutely continuous on [a, b], and

also DU(x) ≥ u(x) and DV (x) ≤ v(x) are valid for all x ∈ [a, b],and DU(x) >

−∞, DU(x) ≥ f(x) and DV (x) < +∞, DV (x) ≤ f(x) for all x ∈ [a, b]. Hence, U

is a major function and V is a minor function of f . By avoiding (or cancelling)

the condition of the absolute continuity of major and minor functions, we achieve

the generalization of the Lebesgue integral. We also recall that F is differentiable

at c if and only if DF (c) and DF (c) are finite and equal.

We take a pause for the definition of the Perron integral by mentioning little

more for U and V . For the functions U and V , discussed above, the function U−V

is non-decreasing on [a, b], and it follows that V b
a < U b

a and that 0 ≤ Ud
c − V d

c ≤
U b
a − V b

a whenever [c, d] is a subinterval of [a, b]. In particular,

−∞ < sup{V b
a } ≤ inf{U b

a} < ∞,

where supremum (l. u. b.) is taken over all minor functions of f and the infimum

(g. l. b.) is taken over all major functions of f .

Definition 2.3. A function f : [a, b] → Re is Perron integrable on [a, b] if f has

at least one major and one minor function on [a, b] and the numbers

inf{U b
a : U is a major function of f on [a, b]}

sup{V b
a : V is a minor function of f on [a, b]}



12 P. K. BANERJI

are equal. This common value is the Perron integral of f on [a, b] and is denoted

by
∫ b

a
f .

Moreover, the function f is Perron integrable on a measurable set E ⊆ [a, b], if

fXE is Perron integrable on [a, b]. In particular, a Lebesgue integrable function is

Perron integrable and the integrals are equal. Following theorem is a consummate

result of the Definition 2.3.

Theorem 2.2. A function f : [a, b] → Re is Perron integrable on [a, b] if and only

if for each ϵ > 0 there exists a major function U and a minor function V of f on

[a, b] such that U b
a − V b

a < ϵ.

Whereas the following theorem expresses the relationship between Perron in-

tegrability and subintervals.

Theorem 2.3. Let f : [a, b] → Re and c ∈ (a, b).

(a) If f is Perron integrable on [a, b], then f is Perron integrable on every subin-

terval of [a, b].

(b) If f is Perron integrable on each of the intervals [a, c] and [c, b], then f is

Perron integrable on [a, b] and
∫ b

a
f =

∫ c

a
f +

∫ b

c
f.

Before proceeding to the conclusion, it is worth mentioning that it is suffi-

cient to consider finite-valued functions only to study the Perron integral, which

will avoid difficulties when it comes to adding functions as f + g may not be de-

fined if both f and g assume infinite values. Let major and minor functions are

continuous, for which following definition is perfect.

Definition 2.4. A function f : [a, b] → Re is Pc integrable on [a, b] if f has

at least one continuous major and one continuous minor function [a, b] and the

numbers

inf{U b
a : U is a continuous major function of f on [a, b]}

and

sup{V b
a : V is a continuous minor function of f on [a, b]}

are equal. Symbol Pc stands for Perron continuous.

3. The Henstock integral

The Denjoy and Perron integrals of the preceding two sections are the gen-

eralizations of the Lebesgue integral which recover a continuous function from its

derivative. In this section we describe the development of a generalization of the

Riemann integral. A short Historical Remark, that follows, may be interesting [1].

This new integral, referred to as the Henstock integral, does not have a standard
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name. It is referred to a Henstock -Kurzweil integral, the generalized Riemann

integral and the gauge integral.

Historical Remark: The gauge integral was originally introduced by the Czech

mathematician Kurzweil [6], but he did not give a detailed study of the properties

of the integral that he used in the context of differential equations. The integral was

rediscovered independently by Henstock [3], where he develops the basic properties

of the integral and established the convergence theorems for the same, see [4] for

details. The books, McLeod [8] and Mawhin [7] contain complete account of this

integral. We have the knowledge (for that matter we may refer to [1, p.152] ) that

the general version of the Fundamental Theorem of Calculus is false for both the

Riemann integral and the Lebesgue integral, which require the assumption that the

derivative F ′ be integrable in order to obtain the basic formula
∫ b

a
F ′ = F (b)−F (a).

This motivated mathematicians in the early 20th century to develop an integration

theory for which the Fundamental Theorem of Calculus is valid in its full generality.

This problem was solved by Denjoy and Perron that is discussed in Sections 1 and

2 . The gauge integral is equivalent to Perron integral; however, the Denjoy and

Perron integrals are technically much more difficult to describe than the gauge

integral. The Perron, and, therefore the gauge, integral is more general than the

Lebesgue integral and, in fact, a function f is Lebesgue integrable if and only if it

is absolutely gauge integrable.

In order to define the Henstock integral, it is necessary to specify the terms

that are allowed in the Riemann sum. We discuss tagged partition, tagged interval

and related terminologies.

Definition 3.1. Let δ(·) be a positive function defined on the interval [a, b]. A

tagged interval (x, [c, d]) consists of an interval [c, d] ⊆ [a, b] and a point x ∈ [c, d].

A tagged interval is subordinate to δ if [c, d] ⊆ (x− δ(x), x+ δ(x)).

We will use letter P to denote finite collections of non-overlapping tagged

intervals, where let P = {(xi, [ci, di]) : 1 ≤ i ≤ n} be such a collection in [a, b]. If

δ is a constant, or more generally if δ is bounded away from 0, then the collection

of tagged partitions subordinate to δ is no different than the collection of tagged

partition used in the definition of the Riemann integral. It is also important to

note the distinction between the phrases P is subordinate to δ and P is a tagged

partition of [a, b] that is subordinate to δ. It is worth mentioning that tagged

partition always contain a finite number of intervals and that the tag of each

interval is a point in the interval.

Proposition 3.1. If δ is a positive function defined on the interval [a, b] then

there exists a tagged partition of [a, b] subordinate to δ.
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This proposition ensures the existence of tagged partition of [a, b] that are

subordinate to δ for each positive function δ on [a, b]. We now write the definition

of the Henstock integral.

Definition 3.2. A function f : [a, b] → R is Henstock integrable on [a, b] if there

exists a real number L with the property : for each ϵ > 0, there exists a positive

function δ on [a, b] such that |f(P)− L| < ϵ whenever P is tagged partition of [a, b]

that is subordinate to δ. The function f is Henstock integrable on a measurable

set [a, b] if fXE is Henstock integrable on [a, b].

From what we have mentioned above, it is clear that every Riemann integrable

function is Henstock integrable and that the integrals are equal. Not many theo-

rems we intend to write and some those we have mentioned here are not provided

with proofs. Curious reader may look for those details in the books we have listed

in the Reference at the end of this text. We observe, through a theorem on this

integral, that the characteristic function1 of the rational numbers is the standard

example of a bounded function that is not Riemann integrable on [0, 1]. The same

theorem further, clarifies that a function which is Henstock integrable does not

have to be continuous at any point.

Following two theorems are regarding the basic properties of the Henstock

integral and the the need for a Cauchy criterion for a function to be Henstock

integrable, those we study in the case of Riemann integral.

Theorem 3.1. A function f : [a, b] → R is Henstock integrable on [a, b] if and

only if for each ϵ > 0 there exists a positive function δ on [a, b] such that

|f(P1)− f(P2)| < ϵ whenever P1 and P2 are tagged partitions of [a, b] that

are subordinate to δ.

Theorem 3.2. Let f : [a, b] → R and c ∈ (a, b).

(a) If f is Henstock integrable on [a, b], then f is Henstock integrable on every

subinterval of [a, b].

(b) If f is Henstock integrable on each of the intervals [a, c] and [c, b], then f is

Henstock integrable on [a, b] and
∫ b

a
f =

∫ c

a
f +

∫ b

c
f .

We mention now a lemma which is used frequently in describing theory of the

Henstock integral. The lemma was first noted by Henstock in his initial paper

(1961) on this integral, but refers to Saks [15] for the idea behind it. Thus, this is

called Saks-Henstock lemma.

Lemma 3.1. Let f : [a, b] → R be Henstock integrable on [a, b]. Let F (x) =
∫ x

a
f

for each x ∈ [a, b], and let ϵ > 0. Suppose that δ is a positive function on [a, b] such

1A ⊆ E. Then the function XE represnts the characteristic function of A



THREE MOST GENERALIZED INTEGRALS OF THE 20th CENTURY 15

that |f(P)− F (P)| < ϵ whenever P is tagged partition of [a, b] that is subordinate

to δ . If P0 = {xi, [ci, di] : 1 ≤ i ≤ n} is subordinate to δ, then

|f(P0)− F (P0)| < ϵ

and

n∑
i=1

|f(xi)(di − ci)− (F (di)− F (ci))| ≤ 2ϵ.

We note that for the Riemann and Lebesgue integrals, the integrability of

f is absolutely integrable. This is not the case for the Henstock integral ( a

function f is absolutely integrable if both f and |f | are integrable). We consider

the occupation of improper integrals in the context of the Henstock (or gauge)

integral. In calculus of Riemann integral functions such as f(t) = 1/
√
t, with

singualritites, must be given a special treatment. It requires an extension of the

Riemann integral, sometimes called the Cauchy - Riemann integral, to properly

handle such functions. Functions with several singularities on an interval become

very difficult to treat. Theorem that follows will show that, see [1, p.173] for

detailed proof, it is not necessary to give such functions special treatment in the

theory of the Henstock integral.

Recall that if f : [a, b] → R has a singularity at a in the sense that lim
x→a

|f(x)| =
∞ and if f is Riemann integrable on [c, b] for each c > a, then f is said to be

Cauchy - Riemann integrable over [a, b] if and only if lim
c→a+

∫ b

c
f exists and, in this

case, the Cauchy-Riemann integral of f over [a, b] is defined to be this limit.

Theorem 3.3. Let f : [a, b] → R be integrable over [c, b], for all a < c < b. Then

f is integrable over [a, b] if and only if

lim
c→a+

∫ b

c

f

exists. In this case ∫ b

a

f = lim
c→a+

∫ b

c

f.

One may also, in this connection, refer to [12].

4. Note on the Mcshane integral

The title of this section very clearly spells that I will be very brief than the

preceding three sections. Not that I am pretending this frankness, it is true through

core of my heart, and do you know the truth ? Because mathematics, that too of

this abstract nature, can be tolerated for very short time in one slot. Let us begin.
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The definitions of the Denjoy and Perron integrals are matural generalizations

of a property of the Lebesgue integral. The Henstock integral is clearly an exten-

sion of the Riemann integral, but it appears to be very different from the Lebesgue

integral. Henstock integral is an extension of a characterization of the Lebesgue

integral.

A measurable function f to be a Lebesgue integrable, it is necessary and

sufficient for |f | to be Lebesgue integrable. While discussing Henstock integral

in Section 3, we did notice Henstock integrable functions f for which |f | is not

Henstock integrable. However, a non-negative Henstock integrable function is

Lebesgue integrable, see following theorem.

Theorem 4.1. Let f : [a, b] → R is Henstock integrable on [a, b].

(a) If f is bounded on [a, b], then f is Lebesgue integrable on [a, b].

(b) If f is non-negative on [a, b], then f is Lebesgue integrable on [a, b].

(c) If f is Henstock integrable on every measurable subset of [a, b], then f is

Lebesgue integrable on [a, b].

It became necessary then to modify the definition of the Henstock integral in

order to obtain the Lebesgue integral as a limit of Riemann sums so that the non-

absolutely integrable functions are eliminated. McShane observed that a simple

alteration in the definition of the Henstock (or the gauge integral, as its synonym)

integral produces exactly the classical Lebesgue integral in the definition of tagged

interval (see, Definition 3.1 and Lemma 3.1), McShane dropped the requirement

that tag xi must belong to the interval [ci, di], 1 ≤ i ≤ n. Exposure about this

may be seen in McShane [10, 11] and also in [9]. Infact, McShane proved that

the Lebesgue integral is indeed equivalent to a modified version of the Henstock

integral. We may notice that a function is McShane integrable if and only if its

absolute value is McShane integrable, and due to this, we say that the McShane

integral is equivalent to the Lebesgue integral.

It is clear that every McShane integrable function is Henstock integrable and

that the integrals are equal. In particular, every McShane integrable function

is measurable. Moreover, I would appeal to all young mathematics scholars and

curious readers to verify that the proof of each property of the Henstock integral

that is not valid for the Lebesgue integral and cannot be extended to the McShane

integral. We intend to conclude this section and the text in general, by mentioning

some theorems (as usual, we do not give proofs).

Theorem 4.2. If f : [a, b] → R is a simple function, then f is McShane integrable

on [a, b], and that (M)
∫ b

a
f = (L)

∫ b

a
f .
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Theorem 4.3. A function f : [a, b] → R is Lebesgue integrable on [a, b] if and

only if it is McShane integrable on [a, b]. The value of the integral is the same in

both cases.

Theorem 4.4. Let F : [a, b] → R, let D be the set of all x ∈ [a, b] for which F ′(x)

exists and let c ∈ D.

(1) If F is strongly differentiable at c, then F ′|D is continuous at c.

(2) Suppose that F is absolutely continuous on [a, b]. If F ′|D is continuous

at c then F is strongly differentiable at c.

This theorem shows that an indefinite McShane integral is not strongly differ-

entiable almost everywhere.

Indeed I feel relaxed talking to all young scholars present here today. I was

recalling an age of mine parallel to you. There has been no attempt in this text to

write things new, I have drawn this work from a number of different sources and I

am deeply indebted to all those authors, of research papers and books, particularly

the books by Gordon and DePree and Swartz. A short list of reference is given,

which by no means is exhaustive.

Acknowledgement: There are many individuals from whom I learned mathe-

matics which includes my graduate and doctoral students, from whom, in addition,

I learned to teach mathematics. This text is the result of such association and

mathematical sentiments.
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A: Combinatorics, Graph Theory and Discrete
Mathematics:

A-1: Fuzzy rule based inference system for detection and

diagnosis of blood cancer, Sanjeev Kumar and Amendra Singh,

sanjeevibs@yahoo.co.in

In this work we design a fuzzy rule based inference system to determine and

identify blood cancer. The proposed system accepts the symptoms as input and

provides the confirmed disease and stage as the output. It also calculates the

membership function for both input as well as the output variables. Domain

expert knowledge is gathered to generate rules and stored in the rule base and

the rules are fired when there exists appropriate symptoms. In last section a case

study is taken to which is showing how the inference system work to detection and

diagnosis of blood cancer.

A-2: On upper bound for d-covered triangulation of
surfaces, Anand Kumar Tiwari, anand@iitp.ac.in

A triangulation of surfaces in which each edge is incident with a vertex of

degree d is called d-covered . We give a technique to obtain d-covered triangu-

lations from known triangulations. As a consequence we show the existence of

d-covered triangulations on surfaces of Euler characteristics χ for which the value

n =
7 +

√
49− 24χ

2
is a fraction. This fills a gap in the earlier relevant work.

A-3: Dismantable Lattices in which reducible elements are

comparable, A. N. Bhavale and B. N. Waphare, ashokbhavale@gmail.com

c⃝ Indian Mathematical Society, 2012
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In order to enumerate the class of Dismantlable lattices with n elements and

n + k − 1 coverings in which all reducible elements are comparable, we obtain

the partitions of this class. This work is in respect of Birkhoff’s open problem of

enumerating all finite lattices which are uniquely determined (upto isomorphism)

by their diagrams, considered purely as graphs.

A-4: me-Degree sequences in semigraphs, N. S. Bhave, B. Y. Bam and

C. M. Deshpande, nshsb@yahoo.co.in, bpa.maths@coep.ac.in,

hod.maths@coep.ac.in

We define me-degree of a vertex in semigraphs and give necessary conditions

for a sequence to be me-Semigraphical. Applying concepts of design theory to

semigraphs, some results are given about me-degree sequences of regular, uniform

and complete semigraphs.

A-5: An ideal - based zero-divisor graph of posets, B. Elavarasan,

belavarasan@gmail.com

The structure of a poset P with a smallest element 0 is looked at from two view

points. Firstly, with respect to the Zariski topology, it is shown that Spec(P ), the

set of all prime ideals of P , is a compact space and Max(P ), the set of all maximal

ideals of P , is a compact T1 subspace. Various other topological properties are

derived. Secondly, we introduce the ideal-based zerodivisor graph structure of

poset P , denoted by ΓI(P ). It is shown that if I is an ideal of P then every

two vertices in ΓI(P ) are connected by a path of length at most 3; and if ΓI(P )

contains a cycle then the core K of ΓI(P ) is a union of triangles and rectangles.

A-6: Total irregularity strength of some special graphs, D. G. Akka

and N. S. Hungund, neelu 152@yahoo.co.in

An edge (A vertex) irregular total k-labeling of a graph G is such a labeling of

vertices and edges with integers 1, 2, . . . , k that weighs of any two different edges

(vertices) are distinct, where the weight of an edge (a vertex) is the sum of the label

of the edge (vertex) itself and the label of incident vertices (edges). The minimum

k, for which the graph G and is denoted by tes(G)(tvs(G)). In this paper, we

determine the exact value of the total edge (vertex) irregularity strength of the

line graph of path Pn and the upper bound of the total edge (vertex) irregularity

strength of the total graph of the star graph K1,n, n ≥ 2.

A-7: Domination number and the splitting operation for certain

classes of graphs, Naiyer Pirouz and M. M. Shinde,

naiyer.pirouz@gmail.com, mms@math.unipune.ac.in
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In a Graph G = (ν,E), a set S ⊆ V (G) is said to be a dominating set if

every vertex in G either belongs to S or is adjacent to some vertex in S. The

domination number γ(G) is the minimum size of a dominating set in G. In this

paper, we explore the realtion between domination number of the splitting graph

Gx,y in terms of the domination number of the original graph G.

A-8: Hereditary properties for the set of fixed points in pseudo

ordered sets, Shiju George, Department of Mathematics, Sacred Heart College

Thevara, Cochin.

For an order preserving map f on a pseudo ordered set A (an algebraic struc-

ture with a binary relation which is reflexive and antisymmetric), the set of all fixed

points of f inherits the properties of A, namely, completeness, chain-completeness

and weakly chain-completeness, as in the case of posets.

A-9: A decomposition of Kn and Km,n, Ancykutty Joseph and Jinitha

Varughese, ancykuttyjoseph@gmail.com, jinith@gmail.com

A graph G is H-decomposable if the edge set of G can be partitioned into

isomorphic copies of H. Wilson R. M. proved that for every non-empty graph H,

there exists infinitely many positive integers p such that Kp is H-decomposable.

In this paper we characterize those complete graphs Kn and Km,n which are

K1,2 ∪K1,3- decomposable.

A-10: On independent domination in hypercubes, S. A. Mane and B.

N. Waphare, manesmruti@yahoo.com, bnwaph@math.unipune.ac.in

Harary and Livingston observed earlier that γ(Qn) = γi(Qn) holds when

n ∈ {1, 2, 3, 4, 5, 6}, but for n = 5 we have γ(Q5) = 7 and γi(Q5) = 8. They

ask whether γ(Qn) = γi(Qn) for any n ̸= 5. In their discussion of this question

they interpret the earlier results of Van Wee to imply that γ(Qn) = γi(Qn) for

n = 2k, even though what Van Wee’s earlier result imply is that γ(Qn) = γt(Qn)

for n = 2k. In this paper, we prove that γ(Qn) = γi(Qn) = 2n−k when n = 2k

and k ≥ 3. In fact, we give an upper bound of independent domination number

(γi(Qn)) and total domination number (γt(Qn)) of Qn. We prove that γi(Qn) ≥
2n−k for 2k−1 ≤ n < 2k+1−1 and k ≥ 1 also γt(Qn) ≤ 2n−k for 2k ≤ n < 2k+1−1

and k ≥ 1.

B: Algebra, Number Theory and Lattice Theory:

B-1: On bicomplex matrices, Anjali, swtanjaligos.maths773@gmail.com

In this paper a detailed study of Bicomplex matrices has been done. A number

of results are proved on bicomplex square matrices, conjugates of bicomplex
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matrices, transpose of bicomplex matrices, bicomplex Hermitian matrices,

bicomplex Skew - Hermitian matrices.

B-2: Some identities of fibonacci-like sequences - I and II,

V. K. Gupta and Yashwant K. Panwar, dr vkg61@yahoo.com,

yashwantpanwar@gmail.com

In this study, we introduce second order linear sequences. Namely, we define

the Fibonacci-Like sequence-I, (FLS - I) and Fibonacci-Like sequence-II, (FLS -

II). Afterwards, we investigate some properties of the Fibonacci- Like sequence-I

and II, with their Binets formula and give several interesting identities involving

them.

B-3: On some new modular equations and their applications to

continued fractions, S. Chandan Kumar, M. S. Mahadeva Naika and M.

Manjunatha, msmnaika@rediffmail.com

In this paper, we obtain some new modular equations of degree 2. We

obtain several general formulas for the explicit evaluations of the

Ramanujan’s theta function. As an application, we establish some new modu-

lar relations for Ramanujan-Gollnitz Gordon continued fraction, Ramanujan, A

Selberg continued fraction and a continued fraction of Eisenstein. We also estab-

lish their explicit evaluations.

B-4: Certain results of zeros of bicomplex polynomials, Gunjan

Shukla, gunn735@gmail.com

In this Paper, we deal with Bicomplex polynomials and their zeros. For the

sake of brevity and clarity, we have dealt with quadratic and cubic Bicomplex

polynomials only. We have obtained conditions for the existence of zeros in dif-

ferent types of conjugate pairs. We have also established the relation between the

existence of conjugate pairs of zeros with the coefficients of the bicomplex polyno-

mial.

B-5: Zero divisor graphs of lattices with respect to primal ideals,

Vinayak Joshi, B. N. Waphare and H. Y. Pourali,

hosseinypourali@gmail.com

In this paper, we introduce the concepts of primal and weakly primal ideals

in lattices and characterize them in terms of the vertex set of the zero divisor

graph. Further, the diameter of the zero divisor graph of a lattice with respect to

a non-primal ideal is characterized.

B-6: A note on groups and its cyclic subgroups, J. N. Salunke and A.

R. Gotmare,Department of Mathematics, North Maharashtra University, Jalgaon.
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Any group is the union of its cyclic subgroups. If a group is non-cyclic then

it is the union of its proper subgroups. Any cyclic group cannot be written as the

union of its proper subgroups. Union of all proper subgroups of a nontrivial cyclic

groups G is a subgroup of G if and only if G is finite and O(G) = pn for some

prime p and n ∈ N . Multiplicative groups C∗, R∗, R+ cannot be expressed as

countable union of their cyclic subgroups, C∗ is cyclic and C∗ contains infinitely

many elements of finite order and uncountable elements of infinite order.

B-7: On some parameter involving Ramanujan’s cubic contin-

ued fraction,M. S. Mahadeva Naika, S. Chandankumar and K. Sushan Bairy,

msnaika@rediffmail.com

In this paper, we find several new modular relations connecting ξ(q) with

ξ(q3), ξ(q5), ξ(q7), ξ(q9), ξ(q11) and ξ(q13), where ξ(q) is the parameter associ-

ated with Ramanujan’s cubic continued fraction introduced by M. S.

Mahadeva Naika.

B-8: On bihyperbolic numbers and the fundamental theorem of

bihyperbolic algebra, Kalpana Sharma, kalpanaibsmath@gmail.com

Extensions of basic complex numbers to higher dimensions have a renewed

interest in mathematics, physics and engineering because of their fruitful applica-

tions. A couple of interesting commutative algebras of tetranumbers are defined

by Bicomplex and Bihyperbolic numbers. Bicomplex numbers are natural exten-

sion of complex numbers, whereas Bihyperbolic numbers are natural extension of

hyperbolic numbers to four dimensions. In this paper, we present a variety of

algebraic properties of Bihyperbolic numbers and also establish the fundamental

theorem of Bihyperbolic algebra.

B-9: A note on ZI-Lattices, M. T. Gophane and Vilas S. Kharat,

machchhu@yahoo.co.in, vsk@math.unipune.ac.in

G. Richter and M. Stern introduced the concept of ZI-lattices. In this paper

we have studied some properties of ZI-lattices and F(L) the collection of finite

elements in a ZI-lattice L.

B-10: Some results on strong regularity of a near-rings, Manoj

Kumar Manoranjan, manojmanoranjan.kumar@gmail.com

A right near-ring N is called (i) left (right) strongly regular if for every a there

is an x in N such that a = xa2(a = a2x) and (ii) left (right) regular if for every

a there is an x in N such that a = xa2(a = a2x) and a = axa. Right regularity

and right strong regularity are defined in a symmetric way and the definition of

regularity shall be same as for rings. Thus a left regular near-ring is both regular
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and left strongly regular. For a zero-symmetric near-ring with identity,the notion

of left regularity, right regularity and left strong regularity are equivalent. A near-

ring is said to be reduced if it does not contain any non-zero nilpotent element and

N has I.F.P.(Insertion of Factor Property) if ab = θ implies axb = θ for all x ∈ N .

We see that a strongly regular near-ring is reduced. In this paper we shall prove

some properties if strongly reduced near-rings.We find some characterizations of

strong regularity in near-rings which are closely related with strongly reduced

near-rings.

B-11: Stability analysis of mutualistic interactions among three

species with limited resources for first and second species and

unlimited resources for thrid species, A. B. Munde and M. B. Dhakne,

mashok.math@gmail.com

In this paper, a mathematical model consisting of mutualistic interactions

among three species is proposed and analyzed. The local stability analysis of the

system is carried out in each of the following three cases (i) The death rate of any

one (say third) species is greater than its birth rate. (ii) The death rate of any two

(say second and third) species are greater than their birth rate. (iii) The death

rate of all the species are greater than their birth rate.

B-12: Some properties of the complement of the zero-divisor

graph of a commutative ring, S. Visweswaran,

s visweswaran2006@yahoo.co.in

In this article, some properties of the complement of the zero-divisor graph of

a commutative ring with identity which admits at least two nonzero zero-divisors

are discussed. We prove that if this graph is connected, then its radius equals 2.

We show that its girth is equal to 3 when it is connected. Moreover, we study

about the cliques of this graph.

B-13: Minimal prime elements in multiplicative lattices, S. B.

Ballal and V. S. Kharat, sbb@math.unipune.ac.in, vsk@math.unipune.ac.in

We study π(L) the set of all minimal prime elements of a reduced lattice L,

when it carries hull-kernel topology. Several characterizations of minimal prime

elements and properties of hulls, kernels are obtained. For any element a in a

reduced lattice L, it is shown that, h(a∗) and π(L/a∗) are homeomorphic.

B-14: Generalized Jordan (θ,Φ) derivations in rings, Asma Ali and

Shahoor Khan, asma ali2@rediffmail.com, Shahoor.khan@rediffmail.com

Let R,S be any rings and U a Lie ideal of S such that u2 ∈ U . Let(θ,Φ)

be homomorphisms of R into S and M be a 2-torsion free S-bimodule such that
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mRx = (θ) with m ∈ M,x ∈ R implies that either m = θ orx = θ. An additive

mapping F : R → M is called a generalized (θ,Φ) -derivation (resp. generalized

Jordon (θ,Φ)- derivation) on U if there exists a (θ,Φ)-derivation d : S → M such

that F (uv) = F (u)θ(v) + Φ(u)d(v)(resp.F (u2) = F (u)θ(u) + Φ(u)d(u)), holds for

all u, v ∈ U . In the present paper, it is shown that if θ is injective on R, then every

generalized Jordon (θ,Φ)-derivation F on U is a generalized (θ,Φ)-derivation on

U . In fact our result is a wide generalization of the results proved in [Arch. Math.

(Brno) 36(2002), 1-6,Theorem], [Tamkang J. Math. 32(2001),247–252,Theorem

3.1 and Theorem 3.2], [Math. J. Okayama Univ. 42(2000), 7–9,Theorem], [Inter-

nat. J. Math. Game Theory & Algebra 12(2002), 295–300,Theorem 2.1],[Comm.

Algebra 32(2004), 2977–2985,Theorem 2.1], [Proc. Amer. Math. Soc.90(1984),

9–14,Theorem], [Proc. Amer. Math. Soc.104(1988), 1003–1006,Theorem 1], [J.

Algebra 127(1989), 218–228,Theorem] and [Glasnik Mat.6(1991), 13–17,Theorem

1] [Proc. Amer. Math. Soc.8(1957), 1104–1110, Theorem 3.3] and [Comm. Alge-

bra 13(1985), 1229–1244,Theorem 2.6].

B-15: A note on p-orthoposets, Vinayak Joshi and Shubhangi Kavishwar,

spk.maths@coep.ac.in

In this paper, we introduce the concept of generalized Stonian p-orthoposets

and study its properties. Further, an equivalent conditions for p-orthoposets to

be generalized Stonian are given.

B-16: Admissibility of groups over function fields of p-adic curves,

B. Surendranath Reddy, surendra.phd@gmail.com

Let K be a field and G a finite group. We say that G is admissible over K if

there exists a division ring D central over K and a maximal subfield L of D which

is Galois over K with Galois group G. One may ask when is G admissible over

K. This question was originally posed by Schacher, who gave partial results in

the case K = Q. In this paper, we give a necessary conditions for admissibility of

a finite group G over function fields of curves over complete discrete value fields.

Using this we give an example of a finite group which is not admissible over Qp(t).

We also prove a certain Hasse principle for division algebras over such fields.

B-17: Method of infinite ascent applied on mA3 + nB3 = 3C2, Susil

Kumar Jena, susil kumar@yahoo.co.uk

In this paper, we present a technique of generating infnitely many co-prime

parametric solutions for (A,B,C) in the Diophantine equation mA3+nB3 = 3C2

for any pair of co-prime integers (m,n) where (m2 − n2) = 3k, and 3 is not a

factor of k. We show how each of these parametric solutions breeds infnitely many

co-prime integral solutions for (A,B,C) linked with this Diophantine equation.
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B-18: Method of infinite ascent applied on A3 ± nB2 = C3, Susil

Kumar Jena, susil kumar@yahoo.co.uk

In this paper we will produce different formulae for which the Diophantine

equation A3±nB2 = C3 will generate infinite number of co-prime integral solutions

for (A,B,C) for any positive integer n.

B-19: On Jacobi - Fourier transformation, T. G. Thange and M. S.

Chaudhary, tgthange@gmail.com

In this paper we are going to construct different testing function spaces Ya, Xa

and their dual spaces for Jacobi-Fourier transformation. Also we define the gen-

eralized Jacobi-Fourier transformation on the dual space X
′

a.

B-20: Inversion and convolution formulae based on partition, N.

Balasubramanian, nbalu nbalu@yahoo.com, n.balasubramanian@gmail.com

Convolution summations of the so-called additive and multiplicative types are

well- known: g(N) =
∑

f(m,n) where m and n vary such that m + n = N

or m.n = N . A new type of vectorial convolution, wherein m,n are vectors of

natural number components with N as their fixed dot-product, is presented as

arising from functions of the form F (G(x)) where F and G are power-series of

their respective arguments. So-based convolution and hence resulting inversion

formulae are derived, showing a promising direction of prolific results.

C: Real and Complex Analysis (Including Special Functions,
Summability and Transforms):

C-1: Certain results on maximum and minimum norm principle

for bicomplex holomorphic function, Kumar Sen,

kumarsn84@gmail.com

Maximum and minimum modulus principles of complex analytic functions are

very important concepts in complex analysis and have found immense applications.

In this paper, we have attempted to develop similar concept for the bicomplex

valued functions of a bicomplex variable in terms of the maximum and minimum

moduli of its idempotent component functions. Using classical results like Cauchy

integral formula and Cauchy inequality, a holomorphic function defined in a discus

is shown to possess maximum norm and minimum norm on the boundary of the

discus.
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C-2: On certain classes of multivalant functions, R. M. Dhaigude and

M. G. Shrigan, rmdhaigude@gmail.com, mgshrigan@gmail.com

In this paper we introduce the special class A(p) of multivalent function and

obtained coefficient bounds and convolution results belonging to this class.

C-3: Iterated integral transforms and related identities, B. B.

Waphare and S. B. Gunjal, balasahebwapharewaphare@gmail.com,

sbgb23gunjal@gmail.com

In this paper a number of identities involving iterated integral transforms are

established, making use of the fact that a function which is a linear combination

of the Macdonalds function Kα−β(z), where z is a complex variable, is a Fourier

kernel.

C-4: Some results on generalized hypogeometric functions, S. B.

Rao, I. A. Salehbhai and A. K. Shukla, ajayshukla2@rediffmail.com

The principal aim of this paper is to study the various properties of generalized

Hypergeometric Function. A recurrence relation and integral representation have

also been discussed.

C-5: On σ-type zero polynomials, S. J. Rapeli, R. K. Jana and A. K.

Shukla, ajayshukla2@rediffmail.com

The main object of present paper is to investigate some properties of σ-type

polynomials in one and two variables.

C-6: Theorems with application to the modified stieltjes trans-

formations, S. B. Gaikwad, sbgaikwad 2008@rediffmail.com

The Asymptotic behaviour of solutions of Mathematical models, Classical or

generalized, using Abelian and Tauberian Type Theorems is of great importance

and have practical use. In the last two decades many definitions of the asymptotic

behaviour of distributions have been presented, elaborated and applied to integral

transformations of distributions. In the first part we shall define the space L′(r)

and modified Stieltjes Transformation introduced by J. Lavoine and O. P. Misra

and Marichev respectively. In the second part of paper we extend Tauberian

type Theorems for the distributional Stieltjes Transformation to the distributional

Modified Stieltjes transformations and its Tauberian type theorems based on the

quasiasymptotic behaviour of distributions at zero and at infinity.

C-7: Perron stieltjes and Henstok stieltjes integrals in Lr,Sanket

A. Tikare and M. S. Chaudhary, sanket.tikare@gmail.com
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The present paper concerns with the introduction of an Lr-derivative with

respect to a function and Perron-Stieltjes Integral for Lr-derivative, called PSr-

integral using major and minor functions. Also we define the Henstock-Stieltjes

integral for Lr-derivative, called HSr-integral and study some of its properties. It

is shown that Henstock-Stieltjes integral is a particular case of HSr-integral and

HSr-integral includes PSr-integral. Finally, we characterize the indefinite HSr-

integral using absolute continuity with respect to a function.

C-8: Some further investigations on the growth properties of spe-

cial type of differential polynomial, Sanjib Kumar Datta and Sudipta

Kumar Pal, sanjib kr datta@yahoo.co.in, sudipta.pal07@yahoo.com

Let f be a meromorphic function and S(f) denotes the set of all meromorphic

functions a ≡ a(z) in finite complex plane which satisfy T (r, a) = o(T (r, f)) as

r → ∞. We shall call a ∈ S(f) as a small function with respect to f . Two

meromorphic functions f and g are said to share a iff E(f = a) = E(g = a). In

this paper we establish some new results depending on the comparative growth

properties of composite entire or meromorphic functions and special type of a

differential polynomial generated by one of the factors improving some earlier

theorems on the basis of sharing of values of entire and meromorphic functions.

C-9: A new topology on the bicomplex space, Uma Sharma,

umamathsibs@gmail.com

In literature, systematic study of Bicomplex Topology has been initiated and

few topologies have been defined on C2. In this paper, we have developed a new

topology on C2 in connection with meromorphic function of bicomplex variable.

We have compared this new topology with those existing in literature.

C-10: Two - dimentional generalized offset fractional fourier trans-

form, V. D. Sharma and P. S. Thakare, vdsharma@hotmail.co.in

The Offset Fourier Transform and Offset Fractional Fourier Transform are the

space-shifted and frequency modulated version of the original transform.They are

more general and flexible than the original ones. In this paper two-dimensional

Offset Fractional Fourier Transform(2-D offset FRFT) is extended in the distri-

butional generalized sense. Relation between 2-D offset Fourier transform and

2-D offset Fractional Fourier Transform is given. Analyticity theorem for two-

diamensional offset Fractional Fourier Transform is also proved.

C-11: Inversion formula for two dimensional generalized fourier-

Mellin transform and its Ω-applications, V. D. Sharma and P. D. Dolas,

vdsharma@hotmail.co.in
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The concept of signals and system arise in an extremely wide variety of fields.

When the signals are impulsive type (Dirac delta signals δ(t) then the theory of

generalized functions become a powerful tool. Due to shift form invariant property

of Fourier-Mellin transform, it is frequently used in number of problems as pat-

tern recognition, image restoration, computer data protection etc. In this paper

two dimensional Fourier-Mellin transform extended in the distributional general-

ized sense. Inversion formula for the two-dimensional Fourier-Mellin transform is

proved. Uniqueness theorem and application of Fourier-Mellin transform for solv-

ing Partial Differential Equation is also studied.

C-12: Certain results on the growth of a bicomplex entire func-

tion, Aijaz Ahmad Najar, aijaznajar25@gmail.com

In this paper we have initiated the study of growth properties of a bicomplex

entire function. The concept of order is defined and the order of a bicomplex entire

function has been estimated in terms of orders of its idempotent components. An

estimate for the order of sum and product of two bicomplex entire functions has

also been obtained.

C-13: Transformation formulae for poly-basic hypergeometric se-

ries,S. P. Singh, snsp39@yahoo.com

In this paper, we have established some very interesting transformation for-

mulae for poly-basic hypergeometric series.

C-14: Ramanujan’s theta functions and their evaluations for a

particular value of q, V. Yadav, snsp39@yahoo.com

In this paper, using a modular equation of degree five, we have evaluated Ra-

manujans theta functions for q = e−π.

C-15: On certain integral transforms and generalized voigt func-

tions, M.Kamarujjama, Waseem A. Khan and M.A.Pathan,

waseem08 khan@rediffmail.com

In this paper, we first established an integral transform involving Struve func-

tion and then discussed a set of new representations of Voigt functions K(x, y)

and L(x, y) and their unifications (or generalizations) in terms of familiar special

functions of mathematical physics. In many physical problems (for example as-

trophysical spectroscopy, emission, absorption and transfer of radiation, plasma

physics and theory of neutron reaction), a numerical or analytical evaluation of

the Voigt functions is required. A set of new expansions from these representations

are obtained.

C-16: Integral transforms and generating functions associated
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with generalized Horn’s functions, M. Kamarujjama, Waseem A. Khan

and N. U. Khan, mdkamarujjama@rediffmail.com,

waseem08 khan@rediffmail.com, nabi khan1@rediffmail.com

In this paper, authors present an integral transform involving Whittaker func-

tion and modified Bessel function. This paper also deals with a technique of

integral transform to obtain generating relation for generalized Horns function
(k)H

(n)
4 , which are partly bilateral and partly unilateral. Many known and un-

known 4 generating functions involving generalized Horns functions of two and

three variables are obtained as special cases.

C-17: A class of univalent analytic functions with varying argu-

ment of coefficients involving convolution, Prachi Srivastava,

prachi2384@gmail.com

The object of present paper is to introduce a new class of univalent analytic

functions with alternating arguments of its coefficients, which satisfy a subordinate

condition involving convolutions, coefficients inequalities, results on growth and

distortion theorems, extreme points, integral means inequality and partial sums

of functions belonging to this class are obtained. Some consequences are also

discussed.

C-18: Fractional integration of the H-functions and a general class

of polynomials, Praveen Agarwal, Goyal praveen2000@yahoo.co.in

The aim of the present paper to study and develop the generalized fractional

integral operators recently introduce by Saigo. First, author establish two results

that give the image of the products of two H-functions and a general class of poly-

nomials in Saigo operators. These results, besides being of very general character

have been put in a compact form avoiding the occurrence of infinite series and

thus making them useful in applications. Our findings provide interesting unifi-

cations and extensions of a number of (new and known) images. For the sake of

illustration, we give here exact references to the results (in essence) of five earlier

research papers that follow as particular cases of our findings.

C-19: Two complex variants of generalized Hankel-Clifford trans-

formation of generalized functions,S. P. Malgonde and V. R. Lakshmi

Gorty, spmalgonde@rediffmail.com, lakshmi gorty@rediffmail.com

In this paper, we consider two variants of the generalized Hankel-Clifford

transformation and extend these transformations to certain spaces of generalized

functions and prove several results on inversion, uniqueness, boundedness and an-

alyticity. The operational calculus of these transformations is developed and then

applied to solve certain class of partial differential equations of the Bessel-Clifford
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type differential operators.

C-20: An algorithm for computing zero-order generalized

Hankel-Clifford transforms, S. P. Malgonde and V. R. Lakshmi Gorty, sp-

malgonde@rediffmail.com, lakshmi gorty@rediffmail.com

Postnikov, in 2003, proposed an algorithm to compute the Hankel transforms

of order zero and one by using Haar wavelets. But the proposed method faced

problems in the evaluation of zero order Hankel and Hankel-type transform. To

overcome this problem an efficient algorithm for evaluating Hankel transform of

order zero by using rationalized Haar wavelets was obtained by O. P. Singh. Exact

analytical representation of the zero order generalized Hankel-Clifford transform,

as series of the Bessel functions multiplied by the wavelet coefficients of the input

function, is obtained in this paper. Numerical computations as well graphs are

demonstrated using MATLAB software to illustrate the proposed algorithm.

D: Functional Analysis:

D-1: Fixed point theorems in a 2-metric space, D. P. Shukla, shuk-

ladpmp@gmail.com[0.2 cm]

In this paper, we have established fixed point theorems in 2-metric space self

mapping and type of contraction mappings. The results presented in this paper

substantially improve and extend the results due to Saha and Day and Rhoades.

D-2: Nn algebraic derivations induced by non surjective compo-

sition operators on l2, Kamlesh Kumar Rai, kkraib@rediffmail.com

Derivation is a linear map D from a Banach Algebra A into self satisfying.

D(ab) = D(a)b + aD(b) for every a, b ∈ A. It is characterized in 7 theorems. In

some cases these operators are similarly defined. Let x be an element of A. Define

Dx on A into itself by Dx(a) = axxa for every a ∈ A. It can be easily seen that

Dx(a) is a bounded derivation of A induced by x. A derivation D on A into itself

is said to be an algebraic derivation if there is a non-zero complex polynomial p(t)

such that p(D) = 0. Algebraic operators are similarly defined.

D-3: Fixed point theorems in two metric places, N. M. Kavthekar,

Department of Mathematics, Y. C. I. S., Satara.

Many authors such as Edelstein, Chatterjea, Kannan, Reich, Rogers and

Hardy have generalized the Banach fixed point principle in different directions.

D. S. Jaggi and Bal Kishan Das, through rational expression, have generalized

Banach’s contraction principle. In this paper, we have obtained fixed point the-

orems in complete two metric space for self map T. Also, we have obtained fixed
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point theorem for pair of mapping T1 and T2 and for sequence of self mappings Ti

and Tj .

D-4: Fixed point theorems of self mapping in a complete

2-metric spaces, Nagender Bharadwaj, Department of Mathematics, Govt. P.

G. Science College, Rewa, M. P.

In this paper, we have obtained some fixed point theorems in complete metric

space using self mapping and mixed type of contraction mappings. The work of

this paper extended the results due to Saha and Day and Rhoades.

D-5: A set of projections, Rajiv Kumar Mishra, dr.rkm65@gmail.com

In this paper we define a special type of operator called tetrajection on a lin-

ear space in analogue to a projection operator. We obtain a set of projections

resulting from a given tetrajection and show that this set is closed with respect to

multiplication of two projections. We also show that this set is a partially ordered

set but not totally ordered.

D-6: Cubic trigonometric B-spline curves with a shape parame-

ter, M. Dube and Reenu Sharma, reenusharma@rediffmail.com

In this paper a new kind of splines, called cubic trigonometric B-spline (cubic

Trigonometric B-spline) curves with a shape parameter, are constructed over the

space spanned by {sin t, cos t, sin 2t, cos 2t, sin 3t, cos 3t}. As each piece of the curve

is generated by four consecutive control points, they posses many properties of the

cubic B-spline curves. These trigonometric curves with a uniform knot vector are

C1 continuous. These curves are closer to the control polygon than the cubic B-

spline curves. With the increase of the shape parameter, the trigonometric spline

curves approximate to the control polygon. The generation of tensor product

surfaces by these new splines is straightforward.

D-7: Dunkl transform of integrable Boehmians, A. Singh and P. K.

Banerji, abhijnvu@gmail.com, banerjipk@yahoo.com

In this paper the Dunkl transform for integrable Boehmians is established

and its properties are proved and, further, an inversion theorem of the same is

established.

E: Differential Equations, Integral Equations and
Functional Equations:

E-1: Hybrid fixed point theorem for first order functional

integro differential equation,B. D. Karande, bdkarande@rediffmail.com
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In this paper, we apply a hybrid fixed point theorem for a first order functional

integro-differential equation for existence result under mixed generalized Lipschitz

and Caratheodory type of conditions.

E-2: Existence theory for periodic boundary value problem of

random differential equations, D. S. Palimkar,

dspalimkar@rediffmail.com

In this paper, an existence of random solution are proved for a periodic bound-

ary value problem of second order ordinary random differential equations. Our

investigations have been placed in the space of real-valued functions defined and

continuous on closed and bounded intervals of real line together with the applica-

tions of the random version of a nonlinear alternative of Leray-Schauder type and

an algebraic random fixed point theorem of Dhage. An example is demonstrating

the realizations of the abstract theory.

E-3: Comparison theorem for limit point case and limit circle

case of singular Sturm-Liouville differential operators, Kishor J.

Shinde and S. M. Padhye, shinde kj1805@yahoo.co.in

We extend a result of J. Weidmann on the criteria for determining the limit

point and limit circle case for Sturm-Liouville differential operators. This forms

a comparison theorem for limit point and limit circle case for Sturm- Liouville

differential operators

E-4: On global existence of solutions of nonlocal second order

nonlinear functional integrodifferential equation, Rupali Jain,

rupalisjain@gmail.com

In this paper, we investigate the global existence of solutions to second or-

der initial value problem for an abstract nonlinear functional integrodifferential

equation in Banach spaces with nonlocal condition. The results are obtained by

using topological transversality theorem known as Leray-Schauder alternative and

Pachpatte’s inequality.

E-5: Invariants of generalized Emden Fowler equations, Sarita

Thakar, Department of Mathematics, Shivaji University, Kohlapur.

The Emden-Fowler equation of index n is studied utilizing the techniques of

Lie group analysis. For general n information about the integrability of this equa-

tion is obtained. As a special case analysis is carried out for canonical generalized

Emden - Fowler equation.
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E-6: On a new integral transform and solution of some inte-

gral equations, Shaikh Sadikali and M. S. Chaudhary, sad.math@gmail.com,

chaudhary m s@rediffmail.com

In this paper, the convolution theorem and uniqueness theorem for the ELzaki

transform is proved. Applicability of ELzaki transform is demonstrated for solving

integral equations of convolution type and Abels integral equations.

E-7: Controllability of second order abstract mixed volterra-

fredholm functional integrodifferential equations, K. D. Kucche and

M. B. Dhakne, kdkucche@gmail.com

In this paper we establish the controllability result for second order mixed

Volterra-Fredholm functional integrodifferential operator and the Schauder fixed

point theorem. An example is provided to illustrate the results obtained.

E-8: A note on certain retarded integral inequalities, Jayashree V.

Patil, jv.patil29@gmail.com

In this note, we generalize two retarded integral inequalities. One of these

inequalities says: If p > 1,

ωp(t) ≤ hp(t) + p

∫ α(t)

0

{
f(s)ω(s)

[
ωp−1(s) +

∫ s

0

g(γ)ωp−1(γ)dγ

]
+q(s)ω(s)d(s)}

then

ω(t) ≤
{
(h(t) + (p− 1))

∫
+0α(t)q(sds)[

1 + (p− 1)

∫ α(t)

0

f(s) exp

(∫ ∞

0

(f(σ) + g(σ))dσ

)
ds

]}1/(p−1)

for t ∈ [θ,∞) under suitable conditions on functions ω, α, h, f, g and p on [0,∞).

E-9: On existence of abstract nonlinear Volterra-Fredholm func-

tional integrodifferential equation with nonlocal condition,

M. B. Dhakne and Poonam S. Bora, mbdhakne@yahoo.com,

poonamsbora@gmail.com

The aim of this paper is to study the existence of solutions of nonlinear

Volterra-Fredholm functional integrodifferential equation with nonlocal condition

in Banach space by using the Leray-Schauder Alternative.

E-10: Existence theorem for abstract measure integro-differential

equations, S. S. Bellale and B. C. Dhage, sidhesh.bellale@gmail.com,

bcdhage@yahoo.co.in
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In this paper, an existence theorem for a abstract measure integrodifferen-

tial equation is proved via a nonlinear alternative of Leray-Schauder type. An

existence result is also proved for extremal solutions for Caratheodory as well as

discontinuous cases of the nonlinearities involved in the equations.

G: Topology:

G-1: On some generalizations of open and closed topological

spaces, Lal Babu Singh and K. Swetank, nbasu10@gmail.com

In this article we generalize closed sets in topological spaces. We also introduce

some notations in this connection which are very useful in such study. We introduce

some of our own notations in context of topological spaces. After introducing

new notations we apply them to definitions and results in topology. Pre-open,

Pre-closed, closed, B-open sets and some properties are given in terms of new

notations. We have also generalized open and closed sets in our way and some

results have been also obtained. Examples have been also given illustrating some

of our results.

G-2: On pgpr-pre regular and pgpr-pre normal spaces,

P. Gnanachandra and P.Thangavelu, pgchandra07@rediffmail.com

Levine initiated the study of generalized closed sets in Topology. Since then

topologists have utilized the concept to the various notions of subsets, weak sep-

aration axioms, weak regularity, weak normality and covering axioms in general

topology. The concepts of g-regular and g-normal spaces were introduced and

studied by Munshi. The authors recently introduced pgpr-regular and pgpr-normal

spaces. The purpose of this paper is to introduce and study the concepts of pgpr-

pre-regular and pgpr-pre-normal spaces.

G-3: On generalizations of fuzzy closed sets and functions,

P. Thangavelu and K. Bageerathi, thangavelu@karunya.edu

Fuzzy topology is a generalization of general topology. In 1968, Chang ini-

tiated the theory of fuzzy topological spaces. Since then several mathematicians

contributed many papers to this area. The connection between the fuzzy open sets

and the fuzzy closed sets is given by the standard complement λ′ of λ defined by

λ′(x) = 1−λ(x). Several fuzzy topologists used this type of complement while ex-

tending the concepts in general topological spaces to fuzzy topological spaces. But

there are other complements in the fuzzy literature. The standard complement is

obtained by using the function C : [0, 1] → [0, 1] defined by C(x) = 1 − x, for all

x ∈ [0, 1]. In this paper , the concept of fuzzy C-closed subsets of a fuzzy topologi-

cal space is introduced where C : [0, 1] → [0, 1] is a function. In fact the notions of
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fuzzy closed sets and fuzzy closure with respect to the standard complement are

extended to the analog concepts with respect to an arbitrary complement function

C : [0, 1] → [0, 1]. Using this extended fuzzy closure operator, some sets that

are nearer to fuzzy open sets and fuzzy closed sets are studied. Fuzzy continuous

functions and fuzzy irresolute functions are also extended in this sense.

G-4: On intuitionalistic L-fuzzy topological spaces, S. G. Dapke,

dapkesada@yahoo.com

In this paper, an existence theorem for a abstract measure integro-differential

equation is proved via a nonlinear alternative of Leray-Schauder type. An ex-

istence result is also proved for extremal solutions for Caratheodory as well as

discontinuous cases of the nonlinearities involved in the equations, under certain

monotonicity. As a generalization of ordinary integro-differential equations, there

is a series of papers dealing with the abstract measure integro-differential equa-

tions in which ordinary derivative is replaced by the derivative of set functions,

namely, the Radon-Nokodym derivative of a measure with respect to another mea-

sure. See Dhage, Dhage and Bellale and the references therein paper. The above

mentioned papers also include some already known abstract measure differential

equations those considered in Sharma and Shendge and Joshi as special cases. The

origin of the quadratic integral equations appears in the works of Chandrasekhar’s

H-equation in radioactive heat transfer, but the study of nonlinear integral equa-

tions via operator theoretic techniques seems to have been started by Dhage in

the year 1988. Similarly, the study of nonlinear quadratic differential equations

is relatively new and initiated by Dhage and ORegan in the year 1988. In the

beginning, the development of the subject was slow, but recently this topic has

gained momentum and growing very rapidly.

G-5: Generalized minimal closed maps in topological spaces,

Suwarnlatha N. Banasode, suwarn nam@yahoo.co.in

In this paper a new class of generalized minimal continuous maps that include

a class of generalized minimal irresolute maps are introduced and studied in bitopo-

logical spaces. A mapping f : (X, r1, r2) → (Y, σ1, σ2) is said to be (ri, rj) − σk

generalized minimal continuous (briefly (ri, rj)− σk − g −mi continuous) map if

the inverse image of every σk-minimal closed set in (Y, σ1, σ2) is (τi, τj)− g −mi

closed set in (X, r1, r2).

G-6: On some smooth mappings between smooth fuzzy bitopo-

logical spaces, V. E. Nikumbh, vinayaknikumbh@yahoo.co.in

Smooth fuzzy topologies are an extension of both, crisp topologies and fuzzy

topologies, where not only the sets but also the axiomatic are fuzzified. In this
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paper, we study some types of smooth functions on smooth fuzzy topological

spaces, in the sense of Sostak and Ramadan. The relations among various types of

continuity of smooth fuzzy functions on a fuzzy set and at fuzzy point belonging

to the fuzzy set are discussed. Further we extend these notions to pairwise smooth

mappings between smooth fuzzy bitopological spaces. Also various types of open,

closed, continuous mappings are introduced and their interrelations are studied.

G-7: Connection properties in FN-spaces, Suprabha D. Kulkarni and

S. B. Nimse, sup red shri@yahoo.co.in

In this paper, we have studied the connection properties in FN-spaces. We

have defined the fuzzy uniform local uniform connectedness and fuzzy uniform

local connectedness of fuzzy nearness spaces. We have shown that a FN-space

is fuzzy uniformly locally uniformly connected iff its completion is. Also every

topological fuzzy locally connected FN-space is fuzzy uniformly locally uniformly

connected. We also establish the result for a fuzzy topological space X that X

has a fuzzy locally connected regular T1- extension iff X is s the underlying fuzzy

topological space of a FN-space Y which is concrete, regular and fuzzy uniformly

locally uniformly connected. Lastly we achieve the equivalence of the concepts of

fuzzy uniform local connectedness and fuzzy local connectedness.

G-8: Fixed points for weak contraction in G-metric spaces, C.

T. Aage and J. N. Salunke, Department of Mathematics, North Maharashtra

University, Jalgaon - 425 001.

In this paper we have proved a fixed point theorem for weak contraction in

G-metric spaces. Our result is supported by an example.

G-9: On fuzzy strongly α-continuous maps, M. Shrivastava, J. K.

Maitra and M. Shukla, jkmrdvv@rediffmail.com

In this paper we have introduced and studied the concept of fuzzy strongly

α-continuous maps on fuzzy topological spaces. We have established equivalent

conditions for the map to be fuzzy strongly α-continuous map. Further we have

observed some properties of fuzzy strongly α-continuous map.

H: Measure Theory, Probability Theory, Stochastic Processes
and Information Theory:

H-1: A note on Karl Pearson’s coefficient of correlation and its
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application to mathematics, M. S. Bhalachandra,

msbhalachandra@yahoo.co.in

It is well known that “Y = −Z =⇒ ρ(X,Y ) = −ρ(X,Z)” where ρ is Karl

Pearson’s coefficient of correlation between X and Y . The first section of the

paper discusses the truth of the converse of the above result with the help of

trigonometric functions. In the second section of the paper, regression models are

developed for estimating the values of Sine and Cosine functions.

I: Numerical Analysis, Approximation Theory and
Computer Science:

I-1: Exploring set theoretic operations on level two fuzzy sets,

Gandhi Supriya K., gandhi.supriya@rediffmail.com,

gandhi.supriya17@gmail.com

The history of fuzzy sets goes back to the year 1965 when Professor Lotfi Zadeh

gave the birth to this term. Ten years later, the same professor introduced a new

term called level-2 fuzzy sets. So, it was necessary to distinguish between level-2

fuzzy sets and what was invented before and named as fuzzy sets. For this reason,

the pre-existing fuzzy sets were given the name type-1/level1 fuzzy sets. Even

these level-1 fuzzy sets were used in many applications since 1965, it was noticed

that they have limited capabilities to directly handle data uncertainties,i.e., to

model and minimize the effect of uncertainty. On the other hand, level-2 fuzzy

sets are much more flexible in modern applications. This is possible only if proper

set theoretic construction is done. Hence the author has introduced mathematical

interpretation, new geometrical interpretation of level 2 fuzzy sets and their set

theoretic structures. This paper provides an introduction of level 2 fuzzy sets

(L2FS). It does this by answering the following questions. What are (L2FS) are

they different from (L2FS)/T2FS? How are operations on (L2FS) defined?

I-2: Beliefs induced by probability density functions,

D. N. Kandekar,kandekardn@gmail.com

In early development of belief function theory, frame of discernment is consid-

ered as power set of a set. As set contains too many elements i.e. sufficiently large

then it becomes cumbersome to represent frame of discernment as lattice in order

to observe embeddings then it is approximated by an interval. Therefore discrete

variables are approximated by continuous variable which mostly represents real

life situations. Infinite number of subsets of the interval exists, the power set is

generalized to Borel sigma-algebra. Only interested subsets in the frame of dis-

cernment are considered as special case, nested intervals. In all these cases, we

tried to summarize and find the beliefs induced by underlying probability density
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functions.

I-3: A two party secret handshake scheme with dynamic match-

ing, Manmohan Singh Chauhan, Preeti Kulshrestha and Sunder Lal,

manmohansingh27@gmail.com, ibspreeti@gmail.com,

sunder lal2@rediffmail.com

Balfanz et al. introduced in 2003, Secret Handshake (SH) protocol which

allows two members of a specific group to authenticate themselves secretly to

the other whether they belong to a same group or not, in the sense that each

party reveals his affiliation to the other only if the other party is also a member

of the same group. They also introduced the SH with roles, so that a group

member A can specify the role another group member B must have in order to

successfully complete the protocol. Ateniese et al in 2007 presented a SH with

dynamic matching in which each party can specify both the group and the role

the other must have in order to complete a successful handshake. This paper

presents a new SH scheme with dynamic matching that is computationally more

efficient than existing scheme of Ateniese et al. The proposed scheme is inspired

on an identity based key pair derivation algorithm proposed by Sakai et al and

uses ZSS signature. The paper also gives security proofs for the new scheme in

the random oracle.

I-4: Approximation by iterates of beta operators, P. N. Agrawal,

Karunesh Kumar Singh and Vikas Kumar Mishra, pna iitr@yahoo.co.in,

kksiitr.singh@gmail.com, vikas.mishra45@gmail.com

In this paper, we study the degree of approximation by an iterative combina-

tion Tn,k of the beta operators introduced by Upreti (J. Approx. Theory, (1985)

, 85–89) wherein she studied some approximation properties of these operators.

Subsequently, Ding-Xuan Zhou (J. Approx. theory 66, (1991), 279–287 ) discussed

the direct and inverse theorems in Lp- approximation for these operators. Since

then no other work has appeared for these operators. It turns out that the order

of approximation by these operators is, at best, O(n−1), howsoever smooth the

function may be. In our paper an attempt has been made to improve this rate of

convergence by Beta operators using the iterative combination technique.

I-5: Approximation of derivative in a singularity perturbed second-

order ordinary differential equation with discontinuous source

term subject to mixed type boundary conditions, R. Mythili Priyad-

harshini and N. Ramanujam, mythiliroy777@yahoo.co.in

In this paper, a singularly perturbed second-order ordinary differential equa-

tion with discontinuous source term subject to mixed type boundary conditions is
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considered. A robust-layer- resolving numerical method is suggested. An -uniform

error estimates for the numerical solution and also to the numerical derivative are

derived. Numerical results are presented, which are in agreement with the theo-

retical results.

I-6: Selection of machine using fuzzy multiple criteria decision

making problem, A. A Muley, N. S. Darkunde and M. R. Fegade,

aniket.muley@gmail.com, darkundenitin@gmail.com, mrfegade@gmail.com

In this paper, we have proposed the method to solve the machine problem.The

main concern of this study is to find the sequence of the machine so that the cost

will be minimum or to reduce the expenditure and maximizes the profit of the

whole project. To illustrate the feasibility of the proposed method is checked with

a numerical example.

J: Operations Research:

J-1: Solving multi objective transportation problem using fuzzy

logic, M. R. Fegade and V. A. Jadhav, mrfegade@gmail.com

In this paper, we have proposed the method to solve the multi objective trans-

portation problem. In this study we have proposed the algorithm for finding min-

imum cost and maximize the profit. Here we have proposed the different mem-

bership function for checking feasibility of the proposed method with a numerical

example.

J-2: Solution of a fuzzy transportation problem, Poonam Shugani,

S. S. L. Jain, P. G. College, Vidisha (M.P.), S. H. Abbas, Safia Science College,

Bhopal (M.P.) and Vijay Gupta, UIT, RGPV Bhopal (M.P.)

There are various methods, in the literature, for determining the fuzzy optimal

solution of a fuzzy transportation problem (transportation problems in which all

the parameters are represented by fuzzy numbers). In earlier work we have solved

the Fuzzy transportation problem with the help of dual simplex and two phase

method. Here we solve a simple balanced fuzzy transportation problem of trape-

zoidal number with several methods of linear programming problems with the help

of Tora package. We also compare the results of linear programming methods with

result of Vogel Approximation Methods. Finally, we give illustrative example and

their numerical solutions.

J-3: Two stage reinforcement to the security force in a counter

insurgency operation, Lambodara Sahu, lsahucme@gmail.com

In this paper, an attempt is made to figure out the importance of second

stage reinforcement with a good strength at an early stage of combat operation



ABSTRACTS OF THE PAPERS SUBMITTED FOR 77th IMS CONFERENCE 41

by considering a few case studies.

K: Solid Mechanics, Fluid Mechanics, Geophysics and
Relativity:

K-1: Anisotropic bianchi type - I model with varying term, Divya

Singh, Department of Mathematics, Govt. Model Science College, Rewa.

Einstein field equations with variable gravitational and cosmological constants

are considered in the presence of perfect fluid for Binachi type-I universe by assum-

ing the cosmological term proportional to the hubble parameter. The variation

law for vacuum density has recently been proposed by Schiutzhold on the basis of

quantum field estimation in the curved expanding background. The cosmological

terms tends asymptotically to a genuine cosmological constant and model tends

to deSitter universe. We obtain that the present universe is accelerating with a

large fraction of cosmological density in the form of cosmological term.

K-2: Anisotropic bianchi type - I cosmological model with varing

G and A, Pratibha Shukla, Department of Mathematics, Govt. Model Science

College, Rewa.

We investigate Binachi type-I cosmological modles containing perfect fluid sat-

isfying perfect gas equation of state. Gravitational constant G and cosmological

constant A are taken to be time dependent. For the solution of the field equa-

tions we assume the cosmological term proportional to f2 where F is volume of

the universe). the physical significance of the cosmological models have also been

discussed.

K-3: Explanation for superluminal motion observed in large hadron

collider, Ravindra D. Rasal, Department of Mathematics, Maharaja Ranjit

Singh International Institute.

CERN scientists, contradicting Einstein’s Special Theory of Relativity, claimed

recently to have detected faster than light Neutrinos in Large Hardon Collider.

This phenomenon is explained, in this paper, on the basis of hypothesis that “ex-

istence ” is associated with a factor which aliens space with the arrow of time. It

is expected to figure out in the reactions conducted under extra-ordinary condi-

tions such as created in Lagr Hardon Collider. Transformations representing this

phenomenon are obtained by introducing a new factor which has finite magnitude

and it drags space with the Arrow of time. It is conceived like a “spin” that can

be isolated from other aspects of matter, under appropriate conditions. This type

of transformation is qualitatively different from Tachyons and would be helpful in

explaining other types of faster than light observations.
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K-4: Frw bulk viscuous cosmology in higher dimensional space

time, R. S. Rane, P. R. Dhabne and S. D. Katore, rsrane53@rediffmail.com,

katoresd@rediffmail.com.

The exact solutions of the field equations are obtained by using the gamma

law equation of state p = (γ − 1)p in which the parameter γ depends on scale

factor R. The fundamental form of γ(R) is used to analyze a wide range of

phases in cosmic history: inflationary phase and radiation-dominated phase. The

corresponding physical interpretations of cosmological solutions are also discussed

in the framework of higher dimensional space time.

K-5: Einstein rosen bulk viscous cosmological solutions with zero

mass scalar field in lyra geometry, S. D. Katore, M. M. Sancheti and J.

L. Pawade, katoresd@rediffmail.com, shaikh 2324ay@yahoo.com.

In this paper, we have investigated cylindrically symmetric Einstein-Rosen

cosmological model with bulk viscosity and zero-mass scalar field in Lyra geometry.

The cosmological models are obtained with the help of the special law of variation

for Hubbles parameter proposed earlier by Bermann. Some physical properties of

the models are discussed.

K-6: Accelerating and decelerating kasner universe with perfect

fluid and dark energy, S. D. Katore, S. H. Shaikh, B. B. Chopade and S. A.

Bhaskar, katoresd@rediffmail.com

We consider a self-consistent system of Kasner Universe cosmology and bi-

nary mixture of perfect fluid and dark energy. The perfect fluid is taken to be

one obeying the usual equation of state p = γρ with γ ∈ [0, 1]. The dark energy

is considered to be either the quintessence or Chaplygin gas. Exact solutions to

the corresponding Einstein equations are obtained as a quadrature. Models with

power-law and exponential expansion have discussed in detail.

K-7: Bianchi type - VI cosmological models with modified chap-

lygin gas, S. D. Katore, K. S. Wankhade and S. P. Hatkar,

katoresd@rediffmail.com

We consider a modified chaplygin gas model in Bianchi type VI universe with

equation of state P = γρ− β
ρα . For complete solution of Einstein’s field equation we

assume that expansion (θ) in the model is proportional to shear (σ) and equation

of state of this modified model is valid from the radiation era to △CDM model.

State finder and various physical, geometrical properties have also been discussed.

K-8: Generalized dispersion of chiral fluid in a channel bounded

by porous layers in the presence of convective current,
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N. Rudraiah and S. V. Raghunatha Reddy, UGC-Centre for Advanced Studies in

Fluid Mechanics, Department of Mathematics, Bangalore University, Bangalore -

560 001.

The generalized dispersion model is used in this paper to study the dispersion

of chiral fluid in channel bounded by porous layers in the presence of a transverse

magnetic field. Analytical solutions for velocity are obtained in the presence of

transverse magnetic field and it is evaluated for different values of electromagnetic

parameter Wem. Concentration distribution is determined analytically using the

series solution in the presence of advection of concentration by the chiral fluid. It

is shown that the chiral molecules are dispersed relative to a plane moving with the

mean speed of velocity of the fluid with a relative diffusion coefficient K2(τ)− 1
Pe2 .

This K2(τ)− 1
Pe2 is numerically computed and the results reveal that it increases

with an increase in the Reynolds number Re but decreases with an increase in

porous parameter. This decrease in generalized dispersion coefficient K2(τ)− 1
Pe2 ,

with the increase in σ and Re is shown to be favorable for the formation of artificial

organs like synovial joints free from the side effect of haemolysis.

K-9: The Z = (t/Z) - type plane gravitational waves of weakened

field equations in plane symmetry, S. R. Bhoyar, V. R. Chirde and A.

G. Deshmukh, sbhoyar68@yahoo.com, vrchirde333@rediffmail.com

dragd2003@yahoo.co.in

In this paper, we propose to obtain the Z = (t/z) - type plane gravitational

waves in a set of five vacuum weakened equations in the space-time introduced by

Bhoyar and Deshmukh (Int. Jour. Theo. Phy. 2011) having plane symmetry in

the sense of Taub [Ann. Math. 53, 472 (1951)]. These vacuum field equations has

been suggested as alternatives to the Einstein vacuum field equations of general

relativity. Furthermore the physical significance of modified gravitational waves

for the space-time is obtained.

K-10: Effects of variation of viscosity and viscous dissipation on

oberbeck magnetoconvection in a chiral fluid, N. Rudraiah and N.

Sujatha, UGC-Centre for Advanced Studies in Fluid Mechanics, Department of

Mathematics, Bangalore University, Bangalore 560 001.

The flow and heat transfer characteristics of Oberbeck convection of a chi-

ral fluid in the presence of the transverse magnetic field, viscous dissipation and

variable viscosity are investigated. The coupled non-linear ordinary differential

equations governing the flow and heat transfer characteristics of the problem are

solved both analytically and numerically. The analytical solutions are obtained
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using a regular perturbation and numerical solutions obtained using finite differ-

ence method. The solution is valid for small values of Buoyancy parameter N and

variable viscosity parameter R1. The analytical results are compared with the

numerical results and found good agreement. The role of temperature dependent

viscosity and viscous dissipation on velocity, temperature, skin friction and the

rate of heat transfer are determined. The results are depicted graphically, from

these graphs it is noticed that the velocity is parabolic in nature and increases

with an increase in magnetochiral number, M. Physically this is attributed to the

fact that magnetochiral number introduces small scale turbulences.

K-11: Bianchi type - V isotropic cosmological model with

strange quark matter attached to cosmic string, V. R. Chirde and

P. N. Rahate, Gopikabai Sitaram Gawande College Umarkhed, Dist.: Yaotmal-

445206, Sarashwati Higher Secondary School, Kinwat.

In this paper we have investigated Bianchi type-V cosmological model with

strange quark matter attached to the string cloud in general relativity. The model

is obtained with the help of special law of variation for Hubble parameter pro-

posed by Bermann ( Nuovo Cimento 74 B: 182, 1983). Also, some physical and

kinematics properties of the model are studied. The results are similar to results

obtained by Yilmaz (Gen. Rel. Grav. 38:13971406, 2006).

K-12: Bianchi type - III string cosmological models, K. S. Adhav,

M. V. Dawande and V. B. Raut, ati ksadhav@yahoo.co.in, vbraut62@yahoo.com

Bianchi Type-III space time is considered in presence of cosmic strings in

Einsteins general theory of relativity . Exact cosmological models are presented

with the help of the relation QUOTE between metric coefficients C and B. Some

physical properties of the model in each case are discussed.

K-13: Finite difference analysis of free convection on stroke’s

problem for a vertical plate in a rotating dissipative fluid with

constant heat flux, V. B. Bhalerao and R. M. Lahurikar,

vbhalerao2010@gmail.com, rmlahurikar@gmail.com

Stokes problem for a vertical plate has been considered for an incompressible

viscous fluid on taking into account viscous dissipative fluid with constant heat

flux. The couple non linear equations are solved by finite difference method. Ax-

ial velocity profile, transverse velocity profile and temperature profile are shown

graphically where as numerical values of the skin friction and Nusselt number are

listed in a table. The effect of different parameters are discussed. It is observed

that greater viscous dissipative heat (Ec) causes rise in the transverse skin fric-

tion but there is a fall in axial skin friction and heat transfer. An increase in Gr
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leads to increase in transverse skin friction and heat transfer but there is a fall

in axial skin friction and heat transfer. Due to increase in Pr there is a decrease

in transverse skin friction, whereas rise in axial skin friction and heat transfer. If

t increases then axial velocity and temperature rise where as transverse velocity

falls.

K-14: Geometry of quark and strange quark matter in higher

dimensional general relativity, G. S. Khadekar and Rupali Wanjari,

gkhadekar@yahoo.com,rwanjari@gmail.com

In this paper we study quark matter and strange quark matter in higher di-

mensional spherical symmetric space-times. We analyze strange quark matter for

the different equations of state and obtain the space-time geometry of quark and

strange quark matter. We also discuss the features of the obtained solutions in

the context of higher-dimensional general relativity.

K-15: Viscous fluid cosmological models with strange quark mat-

ter, G. S. Khadekar and N. V. Gharad, gkhadekar@yahoo.com

In this study Bianchi type -V cosmological model solutions are obtained for

quark matter. For this purpose Einstein field equations are solved in framework of

Bianchi type-V space time filled with viscous fluid. Some physical and kinematical

quantities for the modes are obtained. Also the nature of the model and features

of obtained solutions are discussed.

L: Electromagnetic Theory, Magneto-Hydrodynamics,
Astronomy and Astrophysics:

L-1: Numerical solution of radiative transfer equation in gray

medium, J. Banerjee, A. K. Shukla and Amit D. Patel,

ajayshukla svrec@yahoo.co.in

An attempt is made to obtain numerical solution of radiative transfer equation

in presence of absorbing, emitting, non-scattering medium for gray medium.

L-2: Viscous dissipation effects on heat transfer in flow past a

continuously moving porous plate, Ashwani Kumar Sinha, Sweta Sinha

and Rashmi Sinha, M. M. Mahila College, ARA and Alok kumar, P. G. Dept. of

Mathematics, Maharaja College, ARA, Bihar.

An analysis of the effects of viscous dissipative heat on the temperature and

rate of heat transfer in the flow past a continuously moving flat porous plate has

been carried out. It has been observed that greater viscous dissipative heat causes

a rise in the temperature and a fall in the rate of heat transfer for both suction
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and injection.

L-3: Finite difference analysis of dean’s stability problem,

Ashwani Kumar Sinha, M. M. Mahila College, ARA, Bihar.

The stability of the flow of a viscous fluid in a curved channel, due to a

transverse pressure gradient, is studied by finite-difference method. Axisymmetric

disturbances in a narrow-gap case are considered. Our results agree well with

earlier results.

L-4: Generalized spectrum of linear codes associated to schubert

varieties, Mahesh S. Wavare, S. B. Nimse and Arunkumar R. Patil, Department

of Mathematics, Rajarshi Shahu Mahavidyalaya, Latur - 413 512.

Denote by G(ℓ,m), the Grassmannian of ℓ-dimensional subspaces of an m-

dimensional vector space Fm
q over the finite field Fq and Ωα(ℓ,m), the Schubert

subvarieties of G(ℓ,m). A linear [n, k]q code is a k-dimensional subspace of the

n-dimensional vector space Fn
q . In this paper, we consider the problem of deter-

mining generalized spectrum of linear codes associated to Schubert subvarieties of

Grassmannians. We make a small begining here by determining the second gener-

alized spectrum (i.e. second weight distribution) of Schubert codes associated to

Schubert subvarieties of G(ℓ,m) over F2 in case of ℓ = 2 and m = 5.

L-5: MHD forced convection with laminar pulsating flow in a

channel, B. G. Prasad and Raj Shekhar Prasad, dr.balgangadhar@yahoo.com,

shekharraj.2010@gmail.com

In this paper a mathematical model will be analyzed in order to investigate

the effect of magneto hydrodynamics on forced convection with laminar pulsating

flow in a parallel plate channel. The analytical expression is given for the velocity

temperature and the transient Nusselt number to first order in by using pertur-

bation technique. It is assumed that the relative amplitude of the pulsation is

considered as small in compared to unity. The case of uniform flux boundary con-

dition is considered in turn. The peck let number assumed to be large so that the

axial heat conduction can be neglected. The effect of various parameters entering

into the problem can be discussed with the help of graphs.

L-6: Effects of chemical reaction and radiation on an unsteady

mhd flow past an accelerated infinite vertical plate with variable

temperature and mass transfer, N. Ahmed, J. K. Goswami and D. P.

Barua, saheel nazib@yahoo.com

This paper deals with the study of the effects of chemical reaction and radia-

tion on an unsteady MHD flow of an incompressible viscous electrically conducting
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fluid past an accelerated infinite vertical plate with variable temperature and mass

transfer. A uniform magnetic field is assumed to be applied normal to the plate

directed into the fluid region. The expressions for the velocity field, temperature

field and concentration field and skinfriction in the direction of the flow, coefficient

of heat transfer and mass flux at the plate have been obtained in non-dimensional

form. The effects of different physical parameters namely chemical reaction pa-

rameter K, radiation (absorption) N , Schmidt number Sc, Hartmann number

M , Grashof number for mass transfer Gm and time t on the flow and transport

characteristics are discussed through graphs and results obtained are physically

interpreted. It is seen that the viscous drag is reduced due to the application of

transverse magnetic field for larger t and an increase in Grashof number for mass

transfer or absorption of thermal radiation results in a growth in the magnitude of

the drag force whereas it falls under the effects of chemical reaction and Schmidt

number.

L-7: An oscillatory three dimensional flow past an infinite verti-

cal porous plate with soret and dofour effects temperature and

mass transfer, N. Ahmed, H. Kalita and D. P. Barua, saheel nazib@yahoo.com,

kalita.himanshu@gmail.com, math byte@yahoo.com

The problem of an oscillatory three dimensional flow past an infinite vertical

porous plate with Soret and Dufour effects is presented. Analytical solutions to

the coupled non-linear equations governing the flow and heat and mass transfer

are solved by regular perturbation technique. The expression for the velocity field,

temperature field, species concentration, current density, the Skin-friction, Nus-

selt number and Sherwood number at the plate are obtained in non-dimensional

forms. The velocity distribution, temperature, chemical species concentration, Co-

efficient of Skin-friction, Nusselt number and Sherwood number at the plate are

demonstrated graphically and the effects of different parameters viz. the Suction

Reynolds number, the Grashof numbers, the Soret number and the Dufour number

on these fields are discussed.

L-8: Strange quark matter coupled to the string cloud in kaluza-

klein theory of gravitation, G. S. Khadekar and Nirmala Ramtekkar,

gkhadekar@yahoo.com, nirmala.a.r@gmail.com

The solution are obtained for quark matter coupled to the string cloud in

Kaluza-Klein theory of gravitation. The features of the obtained solutions are

also discussed.

L-9: Higher dimensional cosmological model with quark and strange
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quark matter, G. S. Khadekar and Rajani Shelote,

gkhadekar@yahoo.com

We study higher dimensional homogeneous cosmological model in the presence

of quark and strange quark matter. The dynamical behavior of the model for the

strange quark matter equation of state of the form p = 1
3 (ρ− 4Bc) are studied.

M: Bio-Mathematics:

M-1: A mathematical model for the tumors cell density and

immune response, Sanjeev Kumar and Ravendra Singh,

sanjeevibs@yahoo.co.in

With the recent development of the mathematical models of cancerous

growth, we consider a procedure for cancer therapy which consists of interaction

between immune response (immune cells) and tumor cells without any specific

drug. The cytotoxic T lymphocyte (CTL) and tumor necrosis factor (TNF) cause

of the immune response. This process is modeled as a system of tumor cell den-

sity (TCD) and tumor necrosis factor (TNF). The purpose of this study is to

establish a rigorous mathematical analysis of the model and to explore the den-

sity/concentration of tumor cell and immune response (TNF). The result suggests

that although TCD capable to growth of tumor but the immune response is block

to direct tumor growth.

M-2: Space time dependence of BIS index numbers, their uses

in estimating the future of our earth, galaxy and universe, M.

M. Bajaj, Ashwani Kumar Sinha, Rashmi Sinha and V. R. Singh, International

Kamdhenu Ahinsa University (I.K.A.U), A 122, Vikaspuri, New Delhi - 110 018.

In this paper, we study

(1) BIS index of a country,

(2) BIS index of a nation, and

(3) BIS index of a state/region/zone/area.

M-3: Life insurance underwriting when insurer is diabetic: a

fuzzy approach, Sanjeev Kumar and Hemlata Jain, sanjeevibs@yahoo.co.in

In life insurance medical underwriting, the mortality of the applicants within

the period of insurance is assessed on the basis of present risk factors or diseases.

Unlike hypertension or overweight, where risk assessment of the medical values is

possible directly, the risk assessment of diabetes is a complex problem. If a person

is diabetic then to find out the mortality of insurer for life insurance medical

underwriting is a complex problem due to multitude of medical risk factors. For
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life insurance medical underwriting, to handle this complex problem, the insurance

companies are in need to have a reliable expert system that can help them to

evaluate the mortality of the applicants with in the period of insurance. Here a

model is presented, which is based on fuzzy expert system that will help insurance

companies to find out the mortality of insurer in the existence of diabetes for life

insurance underwriting.

M-4: A fuzzy approach to calculate the health insurance premium

of a person having cardiovascular disease, Sanjeev Kumar and Kushal

Pal Singh, sanjeevibs@yahoo.co.in

Traditional actuarial methodologies have been built upon probabilistic models.

They are often driven by stringent regulation of the insurance business. Dereg-

ulation and global competition of the last two decades have opened the door for

new methodologies, one among them being fuzzy method. The defining property

of fuzzy sets is that their elements possibly have partial membership (between 0

and 1), and therefore this always help to design such models where the member-

ship (belongings) is lies between 0 and 1. Hence in this work a fuzzy model is

considered for the calculation of premium of health insurance of a person having

cardiovascular disease. This work provides a quick overview of developing fuzzy

sets methodologies in actuarial science, and the basic mathematics of the fuzzy

sets. Further it is also shown how to build and fine-tune fuzzy logic models for

changing rules to reflect supplementary data.

M-5: Fuzzy mathematical model for medical diagnosis, Mohd Ma-

hatab and Sanjeev Kumar, sanjeevibs@yahoo.co.in,

sanjeevibs@yahoo.co.in

Most mathematical models of physician decision processes offered of date, es-

pecially those relative to diagnosis and patient treatment, suffer from the inability

to incorporate all useful data on the patient. Pertinent information so neglect or

poorly modeled relate to variables that are intrinsically fuzzy but which describe

the patient health status. Therefore here we present a mathematical model based

on fuzzy set theory for physician aided evaluation of a complete representation of

information emanating from the initial interview including patient present symp-

toms signs observed upon medical diagnosis of the diseases.

N: History and Teaching of Mathematics:

N-1: Effect of conceptual teaching of modern mathematics on +2

students (tribal and non-tribal) of Jharkhand state, G. Rabbani,

Ranchi University, P.O. Medical College, Ranchi 834 009.
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Ranchi, Bokaro, and Jamshedpur towns of Jharkhand state provide a good

number of students to IIT every year, the prestigious technical Institutions of In-

dia. Also it is a tribal dominated area. Keeping these facts in mind in this research

paper, I have done this experiment “Effect of conceptual teaching of Modern math-

ematics on +2 students (tribal and non-tribal) of Jharkhand State”. The research

was done by a standardized test containing all parts of modern mathematics. It

was administered on a random sample of 400 students Tribal and non-tribals of

Jharkhand state and the result obtained was analyzed mathematically. It was

found that there is no significant difference between the two groups if the concep-

tual teaching is imparted to them.

N-2: History of complex analysis, R. B. Dash, H. K. Sharma, Rajani

bdash@rediffmail, harikishoresharma9@gmail.com

In most of the books of Complex Analysis there is no mention of historical

information about the origin of the subject. However from the life history of

different mathematicians and their contribution towards complex analysis in this

paper we tried our best to present systematically development of this subject

through different years.

N-3: Critical thinking in nepal: an initiative for better teaching

and learning environment, B. P. Sapkotta, buddhisapkota@yahoo.com

Critical thinking is an emerging trend for classroom teaching, decision making

and personnel development. People in different location are using the didactic

learning which believes on attention, recall, recitation, single path to understand-

ing, limited learning styles. But critical learning is an approach based on ex-

ploration, creativity, critical analysis, indirect paths to understanding, multiple

learning styles. Critical thinking is the art of analyzing and evaluating thinking

with a view to improve it. It gives an idea to move beyond what we already know,

expand the domain of knowledge, and know when a discovery or conclusion con-

stitutes new knowledge. Critical thinking approach and some initiations made in

Nepal are discussed in this paper.

Abstracts of the papers for IMS prizes GROUP -1:

IMS-1: On zero divisor graph of Boolean poset, Anagha Khiste,

avanikhiste@gmail.com

In this paper, we characterize the graphs which can be realizable as zero di-

visor graphs of Boolean posets. Further, it is provided that if B is a Boolean

poset and S is a bounded pseudocomplemented poset such that SZ(S) = 1 then
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Γ(B) ∼= Γ(S) if and only if B ∼= S.

IMS-2: New combinatorial interpretations of two basic series

identities, Megha Goyal, meghagoyal2021@gmail.com

Analogous to MacMahon’s combinatorial interpretations of Rogers-Ramanujan

identities, we in this paper, using n-colour partitions of Agarwal and Andrews, pro-

vide combinatorial interpretations of two identities one of which was given by L.J.

Slater and the other by G. E. Andrews.

IMS-3: On primary ideals in lattices, Nilesh Mundlik, nileshmund-

lik@rediffmail.com

In this paper, we define a prime radical in lattices. Further, we obtain some

properties of radical of an ideal in lattices. Also, we define a primary ideal in

lattices. We prove that in a 1-distributive complemented lattice radical of a pri-

mary ideal is prime. Further, an analogue of first and second uniqueness theorems

regarding primary decomposition of an ideal are obtained.

IMS-4: Relationship between abelian and constabelian codes,

Pooja Grover, poojagrover1285@gmail.com

In this paper, the relationship between abelian codes and corresponding con-

stabelian codes of smaller lengths has been studied. We have proved that for a

divisor m of a positive integer n, an abelian code of length n can be written as

(direct) sum of either m abelian or constabelian codes.

IMS-5: Congruence relation in lattice of convex sublattices of a

lattice, H. S. Ramananda, ramanandahs@gmail.com

Let L be a lattice. In this paper, corresponding to a given congruence relation

θ of L, a congruence relation Ψθ on CS(L) is defined and it is proved that (i)

CS(L/θ) is isomorphic to CS(L)
Ψθ

; (ii) L/θ and CS(L)
Ψθ

are in the same equational

class; (iii) if θ is representable in L, then so is Ψθ in CS(L).

IMS-6: Zero divisor graph of a reduced lattice, Sachin Sarode, saro-

demaths@gmail.com

In this paper, we introduced the zero-divisor graph Γ(L) of a multiplicative

lattice L. It is shown that Γ(L) is connected with its diameter ≤ 3. The complete

bipartite zero-divisor graphs Γ(L) are characterized. An algebraic and a topo-

logical characterization is given for the graph Γ(L) to be triangulated or hyper-

triangulated. We show that the clique number of Γ(L) and the cellularity of

Spec(L) coincide. In a semi-simple mpm-lattice, it turns out that the dominating

number of Γ(L) is between the density and the weight of Spec(L). Further, we
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prove a form of Beck’s conjecture for the reduced lattices.

GROUP -2:

IMS-7: On (κ, µ) contact metric manifolds, Avijit Sarkar,

avjaj@yahoo.co.in

The tensor h = 1/2Lϵ denoting the Lie derivative, plays a crucial role to de-

termine the nature of a (κ, µ) contact metric manifold. The object of the present

paper is to study (κ, µ) contact metric manifolds for which the tensor h is parallel,

recurrent and cyclically parallel. Three-dimensional (κ, µ) contact metric mani-

folds with recurrent Ricci tensor have been studied. Illustrative examples, related

to the results obtained in each section, are also given.

IMS-8: Bicomplex nets and their zones of clustering, Sukhdev Singh,

ssukhdev1209@yahoo.com

In this paper, we have studied the clustering of the bicomplex nets with respect

to the idempotent order topology. We have divided three sections. In section 1,

certain basics of the bicomplex numbers and clustering of the nets have been

mentioned, In section 2, we have defined different types of the bicomplex nets and

also have proved some results related to the conditions required for the clustering

of the bicomplex nets. In section 3, we have given a relation between the clustering

of the bicomplex net and the ID-confinement of its subnets.

IMS-9: Uniform versions of index for uniform spaces with free

involutions, Jaspreet Kaur, jasp.maths@gmail.com

In this paper, uniform versions of index for uniform spaces equipped with free

involutions are introduced. They are mainly based on B-index defined and studied

by C.-T. Yang in 1955, index studied by Conner and Floyd in 1960 and further

development well collected by Matousek in his book on using the Borsuk-Ulam

theorem in 2003. Examples of uniform spaces with finite B-index but infinite

uniform version of index are given. It is also seen that for a uniform space X with

a free involution T , a dense T -invariant subspace is capable of determining the

uniform version of index of (X, T). In the end, the concept of coloring is carried over

to uniform set up and, to a certain extent, connection between uniform versions

of colorings and uniform versions of index is also established.

GROUP -3:

IMS-10: A generalization of mittag-leffler density and process,

Pratik V. Shah, pratikshah8284@yahoo.co.in
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An attempt is made to generalize and investigate some properties of Mittag-

Leffler density and also discuss the Structural representation of the Mittag- Leffler

variable.

GROUP -4:

IMS-11: ϵ-uniformly convergent finite difference scheme for sin-

gularly perturbed delay differential equations with twin

boundary layers, Pratima Rai, pratimarai5@gmail.com

This paper analyzes singularly perturbed delay differential equation with in-

terior turning point. Presence of turning points results into boundary or interior

layers in the solution of such type of problems. We have studied the case where

the presence of the turning point results into twin boundary layers in the solution

of the considered problem. Development of numerical schemes to approximate the

solution of such type of problems encounters great difficulties due presence of the

perturbation parameter, delay term and the turning point. We derive certain a

priori estimates on the solution and its derivatives. Finite difference scheme based

on Shishkin meshes is constructed and the resulting scheme is shown to be almost

first order accurate in the discrete maximum norm. Numerical results complement

the theoretical results and also demonstrate the effect of the delay on the bound-

ary layers.

IMS-12: Periodic solutions of delayed differential equations, Shilpee

Srivastava, IIT, Kanpur.

We study the existence of multiple positive T -periodic solutions for the first

order delay difference equation of the form ∆x(n) = α(n)g(x(n))x(n)−λf(n, x(n−
τ(n))). Leggett-Williams multiple fixed point theorem has been employed to prove

the results, which are established considering different cases on functions g and f .

IMS-13: Bilinear optimal control for a heat equation, Sonawane

Ramdas Baburao, sonawaneramdas@gmail.com

We consider the problem of optimal control for a heat equation with Dirichlet

boundary conditions. A bilinear control is used to bring the state solutions close

to a desired profile under a quadratic cost of control. We establish the existence

of an optimal control that minimizes the cost functional. Also, we give the char-

acterization of the optimal control by formally differentiating the cost functional

with respect to the control and using adjoint problem.

GROUP -6:

IMS-14: Effective fuzzy clustering algorithms in analyzing medi-

cal database, S. R. Kannan, srkannaniitm@mail.com
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In recent years the use of clustering techniques in medical diagnosis is increas-

ing steadily, because of the effectiveness of clustering techniques in recognizing the

systems in the medical database to help medical experts in diagnosing diseases.

Such a disease is lung cancer, which is a very common type of cancer among public.

As the incidence of this disease has increased significantly in the recent years, fuzzy

clustering applications to this problem have increased. The aim of this paper is to

analysis the Lung Cancer database for finding three different types of lung cancer

in order to assist physician in diagnosing lung cancer. By using kernel function,

some effective fuzzy c-means clustering techniques were obtained to diagnose the

Lung cancer dataset into three different types of lung cancers. In order to speed

up the proposed fuzzy c-means techniques this paper proposes a new algorithm to

initialize the cluster centers of fuzzy c-means. In order to evaluate the performance

of proposed techniques, the real Wine dataset and IRIS dataset are used for initial

experimentation. This paper obtained clustering accuracy of 99%, which is the

highest one reached so far. The clustering accuracy was obtained via Silhouette

method and Error Matrix.

Abstracts of the papers for AMU prize:

AMU-1: Semi-baer and semi-p.p.rings, Anil S. Khairnar,

anil maths2004@yahoo.com

We have introduced concept of semi-Baer, semi-quasi Baer, semi-p.q. Baer

and semi-p.p.rings as a generalization of Baer, quasi Baer, p.q. Baer and p.p.

rings respectively. We have given an example of a ring which is semi- Baer but not

Baer, and an example of a commutative reduced ring which is not semi-Baer. We

have given a condition under which a semi-Baer ring becomes a Baer ring. Also we

have proved some results about extensions of semi-Baer and semi-quasi Baer rings

to polynomial, power series, Laurent polynomial and Laurent power series rings

motivated by the similar results about extensions of Baer and quasi Baer rings.

Several examples and counter examples are included that occur in the process of

this paper.

AMU-2: On a branch algebra of entire bicomplex dirichlet series,

Jogendra Kumar, jogendra j@rediffmail.com

A class T of entire functions represented by Bicomplex Dirichlet series has

been provided with a Modified Banach algebra structure. T is a Modified Banach

algebra which is neither a division algebra nor a B algebra. Invertible and quasi

invertible elements in T have been investigated.
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AMU-3: Some decomposition theorems for rings and near rings,

Rekha Rani, linerekha2@yahoo.co.in

Using commutativity of rings satisfying (xy)n(x,y) = xy proved by Searcoid

and MacHale [Amer. Math. Monthly, 93 (1986)], Ligh and Luh [Amer. Math.

Monthly, 96 (1989)] gave a direct sum decomposition for rings with the mentioned

condition. Further, Bell and Ligh [Math. J. Okayama Univ. 31 (1989)] sharp-

ened the result and obtained a decomposition theorem for rings with the property

xy = (xy)2f(x, y) where f(X,Y ) ∈ Z < X,Y >, the ring of polynomials in two

noncommuting indeterminates over the ring Z of integers. In the present paper,

we continue the study and investigate structure of certain rings and near rings

satisfying the following condition: xy = p(x, y) with p(x, y), an admissible poly-

nomial in Z < X,Y > . This condition is naturally more general than the above

mentioned conditions. Moreover, we deduce the commutativity of such rings.

Theorem 1 . Let R be a ring such that for each x, y ∈ R there exists an admissible

polynomial p(X,Y ) ∈ Z < X,Y > for which xy = p(x, y). Then R is a direct sum

of a J-ring and a zero ring.

Theorem 2. Let R be a d − g near ring such that for each x, y ∈ R there exists

an admissible polynomial p(X,Y ) ∈ Z < X,Y > for which xy = p(x, y). Then R

is periodic and commutative. Moreover, R = P ⊕ N , where P , the set of potent

elements of R is a subring and N , the set of nilpotent elements of R is a subnear

ring with trivial multiplication.

Abstracts of the papers for V. M. Shah prize:

VMS-1: Coefficient inequalities for generalized sakaguchi type

functions, Trilok Mathur, tmathur@bits-pilani.ac.in,

trilokmathur@yahoo.co.in

In this paper we have studied two subclasses S(α, s, t) and T (α, s, t) concerning

with generalized Sakaguchi type functions in the open unit disc U , further by us-

ing the coefficient inequalities for the classes S(α, s, t) and T (α, s, t) two subclasses

Sθ(α, s, t) and Tθ(α, s, t) are defined. Some properties of functions belonging to

the class Sθ(α, s, t) and Tθ(α, s, t) are also discussed.

VMS-2: On approximation of conjugate of signals (functions) be-

longing to the generalized weighted W (Lr, ξ(t)), (r ≥ 1)–class by

product summability means of conjugate series Fourier series,

Vishnu Narayan Mishra, Saradar Vallabhbhai National Institute of Technology,

Ichchhanath, Surat 395 007.

In this paper, a known theorem Nigam and Sharma [2010] dealing with the

degree of approximation of conjugate of a function (signal) belonging to a certain
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class by product summability means of conjugate series of Fourier series has been

generalized for the Weighted class W (Lrξ(t)), where ξ(t) is non-negative and in-

creasing function of t, by Product Transform of Conjugate Series of Fourier series.

VMS-3: On the uniqueness problems in the class of meromorphic

functions, Veena L. Pujari, Department of Mathematics, Karnatak University,

Dharwad - 580 003.

In this paper we study the value distribution and uniqueness of meromorphic

functions in certain class of meromorphic functions A. We obtain significant results

which improve as well as generalize the result of Yang and Hua [Uniqueness and

Value-sharing of meromorphic functions. Ann. Acad. Sci. Fenn Math. 22 (1997),

395–406] in class A.
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SOME DIOPHANTINE PROBLEMS CONCERNING
PERFECT POWERS OF INTEGERS*

AJAI CHOUDHRY

“God made the integers, all else is the work of man.”

Leopold Kronecker

Professor P. K. Banerji, President of the 77th Annual Conference of the Indian
Mathematical Society, Professor J. R. Patadia, Chairman for this session, Professor

N. K. Thakare, Dr. S. B. Nimse, Vice-Chancellor, SRTM University, Nanded,

Distinguished Office-bearers of the IMS, Members of the IMS, and Distinguished

Participants at this 77th Annual Conference of the IMS.

1. Introduction

I am deeply honoured to have received this invitation to deliver the 22nd

Hansraj Gupta Memorial Award Lecture - 2011 at the prestigious 77th Annual

Conference of the Indian Mathematical Society. I sincerely thank the IMS for

having given me this opportunity. While I never had the privilege of meeting

Prof. Hansraj Gupta, I have something in common with this outstanding number

theorist. Both he and I have contributed research papers in The Mathematics

Student that have been cited in Richard Guy’s book entitled “Unsolved Problems

in Number Theory” published by Springer, New York in 2004. The research work

of both of us has also been cited in Hardy and Wright’s well-known book, “An

Introduction to the Theory of Numbers.” One of Prof. Gupta’s monographs was

published in 1940 by the University of Lucknow where I studied some three decades

later. With these associations, it is indeed very satisfying for me to give this lecture

instituted in the memory of Prof. Gupta.

I wish to thank Prof. Nimse for the excellent arrangements made for my stay.

I also wish to thank Prof. Patadia for the kind words he has said about me. As

you have just heard in the introduction, I am not a professional mathematician.

If therefore you find my presentation somewhat unconventional or unorthodox,

please bear with me.

* The text of the 22nd Hansraj Gupta Memorial Award lecture delivered at the 77th Annual

Conference of the Indian Mathematical Society held at Swami Ramanand Teerth Marathwada

University (SRTM University), Vishnupuri, Nanded - 431 606, Maharashtra, during the period

December 27 - 30, 2011.

c⃝ Indian Mathematical Society , 2012
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I understand this august gathering represents mathematicians specialising in a

variety of subjects, not necessarily number theory, so I will begin this presentation

at a very general level, discuss some elementary problems concerning equal sums

of powers and at the same time try to describe some of the developments in this

subject in the recent past.

An equation in one or more unknowns is called a diophantine equation if we

have to search for solutions in integers or in rational numbers. The most natural

diophantine equations to consider are polynomial equations that may be written

generally as

f(x1, x2, . . . , xn) = 0, (1.1)

where the coefficients of the polynomial f(xj) are integers.

Some examples of such equations are given below:

x2 + y2 = z2.

x2 − 61y2 = 1.

x3 + y3 = u3 + v3.

xn + yn = zn,

(1.2)

where n is an integer ≥ 3. As you are aware, the complete solution of the first

two of the above mentioned equations are known, the third equation has been the

subject of a familiar anecdote about Ramanujan, and the last one concerns the

well-known Fermat’s Last Theorem.

We could also consider simultaneous diophantine equations that may be writ-

ten as follows:

f1(x1, x2, . . . , xn) = 0,

f2(x1, x2, . . . , xn) = 0,

.

.

.

fs(x1, x2, . . . , xn) = 0.

(1.3)

where again all the coefficients in the polynomials

fj(x1, x2, . . . , xn), j = 1, 2, . . . , s

are integers.

A single diophantine equation or a system of simultaneous equations could

be considered as an algebraic curve or as an algebraic surface depending on the

number of independent variables, and the problem then is to determine the lattice

points, or the rational points, on the curve or the surface.
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While polynomial equations are the most natural ones to consider, other types

of diophantine equations have also been investigated. In this lecture, however, we

restrict ourselves exclusively to polynomial diophantine equations and systems of

simultaneous diophantine equations related to perfect powers of integers.

Given a diophantine equation (or a system of such equations), the following

principal problems arise:

(i) to decide whether the equation has any solution in integers (or, in rational

numbers);

(ii) to decide whether there are infinitely many solutions, or the number of solu-

tions is finite;

(iii) if the number of solutions is finite, to determine them all;

(iv) if the number of solutions is infinite, to find formulae giving them all.

While we have seen some examples of diophantine equations involving equal

sums of powers, a very general equation of this type may be written as follows:

xk
1 + xk

2 + · · ·+ xk
m = yk1 + yk2 + · · ·+ ykn, (1.4)

while simultaneous equations may be written as,

xki
1 + xki

2 + · · ·+ xki
m = yki

1 + yki
2 + · · ·+ yki

n , i = 1, 2, . . . , s, (1.5)

where the exponents k, ki as well as m, n and s are all integers.

We note that the above equations are homogeneous in the variables xj , yj , and

therefore any rational solution of these equations yields, on appropriate scaling, a

solution in integers.

We now consider some specific symmetric diophantine systems of the type

(1.5), that is, systems with m = n, and we will try to solve them.

2. Some examples of diophantine systems and their reduction to

simpler equations

2.1. The diophantine system
∑3

i=1 a
r
i =

∑3
i=1 b

r
i , r = 1, 2, 4. We now con-

sider the following simple diophantine system solutions of which have been known

for over a hundred years:

a+ b+ c = d+ e+ f,

a2 + b2 + c2 = d2 + e2 + f2,

a4 + b4 + c4 = d4 + e4 + f4.

(2.1)

On substituting c = −a − b, f = −d − e, the first equation of the diophantine

system (2.1) is identically satisfied, the second equation reduces to 2(a2+ab+b2) =

2(d2 + de+ e2), while the third one reduces to 2(a2 + ab+ b2)2 = 2(d2 + de+ e2)2.
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Thus it suffices to solve the single equation

a2 + ab+ b2 = d2 + de+ e2. (2.2)

There are several ways of solving this diophantine equation. I present an elegant

solution using a well-known identity from the theory of composition of forms. It

appears that this method of solving equation (2.2) has not been published earlier.

We have the identity,

(x2 + xy + y2)(u2 + uv + v2)

= (xu− yv)2 + (xu− yv){xv + y(u+ v)}

+ {xv + y(u+ v)}2

= a2 + ab+ b2,

(2.3)

where

a = xu− yv, b = xv + y(u+ v). (2.4)

In view of the symmetry, we can interchange u and v when we may rewrite

our identity as follows:

(x2 + xy + y2)(u2 + uv + v2)

= (xv − yu)2 + (xv − yu){xu+ y(u+ v)}

+ {xu+ y(u+ v)}2

= d2 + de+ e2.

(2.5)

where

d = xv − yu, e = xu+ y(u+ v). (2.6)

From these identities it immediately follows that a solution of the diophantine

equation (2.2), is given by (2.4) and (2.6), and it follows that a solution of the

diophantine system (2.1), is given by

a = xu− yv, d = xv − yu,

b = xv + y(u+ v), e = xu+ y(u+ v), (2.7)

c = −x(u+ v)− yu, f = −x(u+ v)− yv.

If there exist numbers a, b, c, d, e, f such that

a+ b+ c = d+ e+ f,

a2 + b2 + c2 = d2 + e2 + f2.
(2.8)
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then, it is easy to see that adding a constant, say z, to each of the numbers

a, b, c, d, e, f would give another solution of this type. We thus get

a = xu− yv + z, d = xv − yu+ z,

b = xv + y(u+ v) + z, e = xu+ y(u+ v) + z, (2.9)

c = −x(u+ v)− yu+ z, f = −x(u+ v)− yv + z

as a solution of the simultaneous equations (2.8). In this solution x, y, z, u and v

are arbitrary parameters.

2.2. The diophantine system
∑3

i=1 a
r
i =

∑3
i=1 b

r
i , r = 1, 3, 4. Most diophan-

tine systems will not so readily reduce to a simple single equation as in the previous

example. Nevertheless it is often possible to make certain substitutions and re-

duce the system to a single linear or quadratic equation in a specific variable. For

instance, to solve the system of equations,

a+ b+ c = d+ e+ f,

a3 + b3 + c3 = d3 + e3 + f3,

a4 + b4 + c4 = d4 + e4 + f4,

(2.10)

we make the substitutions,

a = pθ + α, d = qθ + α,

b = qθ + β, e = rθ + β, (2.11)

c = rθ + γ, f = pθ + γ,

where p, q, r, α, β, γ and θ are arbitrary parameters. By transposing all terms to

the left-hand side, each equation of the diophantine system (2.10) may be written

in the form Σjhjθ
j = 0, and the idea is to choose a substitution such that all the

coefficients hj vanish except for two consecutive coefficients in one of the equations.

With the substitutions (2.11), the first equation of the diophantine system (2.10)

is identically satisfied, and the second equation will also be identically satisfied if

the following conditions hold good:

(p− q)α2 + (q − r)β2 + (r − p)γ2 = 0, (2.12)

(p2 − q2)α+ (q2 − r2)β + (r2 − p2)γ = 0. (2.13)

In the equation arising from the third equation of the system (2.10), the coefficients

of θ4 and the constant term are easily seen to be 0, and equating the coefficient of

θ to zero, we get the condition,

(p− q)α3 + (q − r)β3 + (r − p)γ3 = 0. (2.14)

If we choose α, β, γ such that

αβ + βγ + γα = 0, (2.15)
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then, equations (2.12) and (2.14) become identical while equation (2.13) reduces

to a linear equation in p, q, r. We can thus solve equations (2.12), (2.13) and (2.14)

to get the following solution for p, q, r :

p = α(β2 − γ2)2 − γ(α2 − β2)2 − β(γ2 − α2)(α2 − 2β2 + γ2),

q = β(γ2 − α2)2 − α(β2 − γ2)2 − γ(α2 − β2)(β2 − 2γ2 + α2),

r = γ(α2 − β2)2 − β(γ2 − α2)2 − α(β2 − γ2)(γ2 − 2α2 + β2).

(2.16)

When α, β, γ, p, q, r, are chosen as above, the first two equations of the diophan-

tine system (2.10) are identically satisfied, while the third equation reduces to a

linear equation in θ which is readily solved and we get,

θ = −3{(p2 − q2)α2 + (q2 − r2)β2 + (r2 − p2)γ2}
2{(p3 − q3)α+ (q3 − r3)β + (r3 − p3)γ}

. (2.17)

Thus when α, β, γ satisfy equation (2.15), p, q, r are defined by (2.16) and θ is

defined by (2.17), a rational parametric solution of the diophantine system (2.10)

is given by (2.11). A solution in integers is now readily obtained on appropriate

scaling.

As a numerical example, taking α = 6, β = 3, γ = −2, we get the solution,

5658 + 5583 + (−3254) = 6738 + (−1329) + 2578,

56583 + 55833 + (−3254)3 = 67383 + (−1329)3 + 25783,

56584 + 55834 + (−3254)4 = 67384 + (−1329)4 + 25784.

(2.18)

2.3. The diophantine system
∑3

i=1 a
r
i =

∑3
i=1 b

r
i , r = 1, 2, 6. When we

consider diophantine systems involving higher powers, it is naturally more difficult

to find a suitable substitution that would reduce the system to a solvable equation.

In fact, a system of equations may not have any nontrivial solution. For instance,

it has been proved using the theory of equations and properties of elementary

symmetric functions that the system of equations,

a+ b+ c = d+ e+ f,

a2 + b2 + c2 = d2 + e2 + f2,

ak + bk + ck = dk + ek + fk.

(2.19)

has no nontrivial solutions when k = 3 or k = 5. But no such proof exists when

k ≥ 6. We therefore consider the diophantine system,

a+ b+ c = d+ e+ f,

a2 + b2 + c2 = d2 + e2 + f2,

a6 + b6 + c6 = d6 + e6 + f6.

(2.20)

To give some historical information, a single numerical solution, namely,

3k + 19k + 22k = 10k + 15k + 23k, k = 2, 6, (2.21)
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with equal sums of squares as well as of sixth powers was discovered in 1934, but

this remained a solitary example till the 1970s when parametric solutions of this

type were discovered. It took another 25 years or so before a solution could be

found of the diophantine system (2.20).

For the first two equations of the diophantine system (2.20) we have already

obtained a solution which is given by (2.9). With the values of a, b, c, d, e, f as

given by (2.9), we have

a6 + b6 + c6 − d6 − e6 − f6

= 3xy(u− v)(u+ 2v)(2u+ v)(x+ y)

×(pu2 + qu+ r),

(2.22)

where

p = (2x3 + 3x2y − 3xy2 − 2y3)v

−10(xyz − x2z − y2z),

q = pv,

r = −10z{v2(x2 + xy + y2) + 2z2}.

(2.23)

For a nontrivial solution of the equations (2.20), we must have pu2 + qu+ r = 0.

This equation will have a rational solution for u if the discriminant of this equation

is a perfect square, that is, the diophantine equation,

w2 = (x− y)2(x+ 2y)2(2x+ y)2v4 + 20(x− y)(x+ 2y)(2x+ y)

×(x2 + xy + y2)v3z − 300(x2 + xy + y2)2v2z2

+80(x− y)(x+ 2y)(2x+ y)vz3 − 800(x2 + xy + y2)z4
(2.24)

is solvable. It is found by trial that when we take

x = 4, y = 5, v = 7, z = −2, (2.25)

we get

pu2 + qu+ r = −54(u− 30)(u+ 37), (2.26)

so taking u = 30 or u = −37, we will get a solution. Both these values of u lead

to the same solution of the diophantine system (2.20), namely,

83 + 211 + (−300) = (−124) + 303 + (−185),

832 + 2112 + (−300)2 = (−124)2 + 3032 + (−185)2,

836 + 2116 + (−300)6 = (−124)6 + 3036 + (−185)6.

(2.27)

A few other solutions of the diophantine system (2.20) obtaining by solving equa-

tion (2.24) by computer trials, are as follows:

43r + 371r + (−372)r = 140r + 307r + (−405)r,

271r + 387r + (−562)r = 178r + 461r + (−543)r,

167r + 699r + (−764)r = 271r + 627r + (−796)r,
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where in each case the equality holds for r = 1, 2, 6. Computer trials have the

limitation that while we may be able to find several solutions, we are unable

to determine whether or not there are any other solutions, or whether there are

infinitely many solutions of our diophantine system. We will accordingly consider

other approaches to deal with quartic equations of the type (2.24).

Taking x = 4, y = 5, z = −2 in (2.24), we get the quartic equation,

w2 = 33124v4 + 444080v3 − 4465200v2

+116480v − 780800,
(2.28)

and from computer trials we know that v = 7, w = 3618 is a solution of (2.28).

Fermat gave a method of finding rational solutions of the quartic equation

Y 2 = a0X
4 + a1X

3 + a2X
2 + a3X + a4 (2.29)

when a4 is a perfect square or one solution is already known. When a4 is a perfect

square, say β2, we can write the above equation as

Y 2 =

{
β +

a3X

2β
+

(4β2a2 − a23)X
2

8β3

}2

+ a5X
3 + a6X

4, (2.30)

where the values of a5 and a6 are readily determined by comparing coefficients,

and we thus get X = −a5/a6 as a rational solution of equation (2.29). When

a4 is not a perfect square but one rational solution of equation (2.29) is given by

X = α, Y = β we can simply write X = X1 + α, when equation (2.29) reduces

to a quartic in X1 with the constant term being β2, and so we can obtain a new

solution as before. We can thus use Fermat’s method to obtain additional solutions

of equation (2.28) but we are not sure whether we will get infinitely many solutions

in this manner of our diophantine system (2.20).

Fermat’s method gives numerically large solutions. For instance, applying the

method of Fermat, we find that

v =
86499221330410

8392338832699
, (2.31)

gives a solution of (2.28). Naturally this leads to solutions in large integers of our

diophantine system.

We will revert to the quartic equation (2.28) a little later.

3. The TARRY-ESCOTT problem

We now consider yet another diophantine problem – known as the Tarry-

Escott problem – concerning perfect powers of integers. The Tarry-Escott problem

of degree k consists of finding two distinct sets of integers {a1, a2, ..., as} and

{b1, b2, ..., bs} such that

s∑
i=1

ari =
s∑

i=1

bri , r = 1, 2, ..., k. (3.1)
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If the above relations hold, it is easily seen that we also have

s∑
i=1

(mai + d)r =

s∑
i=1

(mbi + d)r, r = 1, 2, ..., k, (3.2)

where m and d are arbitrary constants. This follows readily from the binomial

theorem.

It is also easily established that for a non-trivial solution of (3.1) to exist, we

must have s ≥ (k + 1). Solutions of the system of equations (3.1) are called ideal

if s = (k + 1) and are of particular interest.

In order to reduce the number of equations of the system (3.1), the following

simplifying conditions are often imposed:

ai = −bi, i = 1, 2, . . . , s, for s odd, (3.3)

or,

as+1−i = −ai, bs+1−i = −bi, i = 1, 2, . . . , s/2, for s even. (3.4)

Solutions of (3.1) subject to the conditions (3.3) or (3.4) are called symmetric

solutions. Solutions of (3.1) that are not symmetric are called non-symmetric.

When (3.1) holds, we write for brevity,

a1, a2, ..., as
k
= b1, b2, ..., bs. (3.5)

Parametric ideal solutions of the Tarry-Escott problem for k ≤ 7 were found

in 1930s and numerical ideal solutions were found for k = 8 and k = 9 in 1942.

Some examples of numerical ideal solutions are given below.

1, 5, 10, 24, 28, 42, 47, 51
7
= 2, 3, 12, 21, 31, 40, 49, 50.

(3.6)

0, 24, 30, 83, 86, 133, 157, 181, 197
8
= 1, 17, 41, 65, 112, 115, 168, 174, 198.

(3.7)

0, 3083, 3301, 11893, 23314, 24186,

35607, 44199, 44417, 47500
9
= 12, 2865, 3519, 11869, 23738, 23762,

35631, 43981, 44635, 47488.

(3.8)

There was no progress in finding ideal solutions for higher values of k for more

than 50 years. In 1999 a single numerical symmetric ideal solution of (3.1) was

found for k = 11.

This arises from the following identities discovered by computer trials in 1999:

22k+61k+86k+127k+140k+151k = 35k+47k+94k+121k+146k+148k (3.9)
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where k = 2, 4, 6, 8, 10. It immediately follows that

±22, ±61, ±86, ±127, ±140, ±151
11
= ±35, ±47, ±94, ±121, ±146, ±148.

(3.10)

To obtain additional ideal solutions of the Tarry-Escott problem of degree 11,

we will try to solve the following simultaneous equations

s∑
i=1

Ar
i =

s∑
i=1

Br
i , r = 2, 4, 6, 8, 10. (3.11)

We make the following substitutions:

A1 = 2x y+ x z + 2 y z − 7 z2,

A2 = 2x y− x z − 2 y z − 7 z2,

A3 = 2x y− 2x z + y z + 7 z2,

A4 = 2x y+ 2x z − y z + 7 z2,

A5 = 3x z + 5 y z,

A6 = 5x z − 3 y z,

B1 = 2x y+ 2x z + y z − 7 z2,

B2 = 2x y− 2x z − y z − 7 z2,

B3 = 2x y− x z + 2 y z + 7 z2,

B4 = 2x y+ x z − 2 y z + 7 z2,

B5 = 5x z + 3 y z,

B6 = 3x z − 5 y z,

(3.12)

and denote

Sk =
6∑

i=1

(
Ak

i −Bk
i

)
. (3.13)

It can be easily verified using Mathematica that

S2 = S4 = 0,

S6 = 4320xy (x− y) (x+ y) z4f(x, y, z),

S8 = 5376xy (x− y) (x+ y) z4f(x, y, z),

×(8x2y2 + 37x2z2 + 37y2z2 + 98z4),

S10 = 10080xy (x− y) (x+ y) z4f(x, y, z)

×(32x4y4 + 248x4y2z2 + 665x4z4 + 248x2y4z2 + 2384x2y2z4

+3038x2z6 + 665y4z4 + 3038y2z6 + 4802z8).

(3.14)

where

f(x, y, z) = 8x2y2 − 17x2z2 − 17y2z2 + 98z4. (3.15)

Hence any solution in integers of the equation

8x2y2 − 17x2z2 − 17y2z2 + 98z4 = 0 (3.16)

leads by the relations (3.12) to a solution in integers of the system (3.11).
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On substituting

x = Xz, y = Y z/(8X2 − 17), (3.17)

equation (3.16) reduces to

Y 2 = 136X4 − 1073X2 + 1666. (3.18)

It is easily found by trials that (X, Y ) = (1, 27) is a solution of (3.18). This gives

us a solution (x, y, z) = (1, 3, 1) of equation (3.16) which, however, leads to a

trivial solution of (3.11). To get nontrivial solutions of (3.11), we have to find

other solutions of the quadratic equation (3.18).

4. Reduction of the quadratic equation

Y 2 = A0X
4 +A1X

3 +A2X
2 +A3X +A4 to a cubic equation

We have seen in a couple of instances that our diophantine problem was re-

duced to finding rational solutions of a quadratic equation of the following type:

Y 2 = a0X
4 + a1X

3 + a2X
2 + a3X + a4, (4.1)

where ai, i = 0, 1, . . . , 4 are constants. This happens fairly frequently, and we will

now try to reduce this equation further. We can, of course, use computer trials to

find numerical solutions of the above equation. But finding numerical solutions by

computer trials is by itself not adequate. I may also mention here that at present

there is no algorithm that enables us to find a rational solution in every case of a

quadratic equation of the above type.

We assume that we know one rational solution, say (X, Y ) = (α, β) of the

above equation. We will use this solution and some very simple substitutions to

reduce the above quartic equation as outlined below.

Writing X = X1 + α, the above quartic equation (4.1) gets reduced to the

following type:

Y 2 = b0X
4
1 + b1X

3
1 + b2X

2
1 + b3X1 + β2, (4.2)

for some values of bi, i = 0, . . . , 3. Next writing, X1 = 1/X2, and Y = Y1/X
2
2 ,

and multiplying by X4
2 , equation (4.2) reduces to the type,

Y 2
1 = β2X4

2 + c1X
3
2 + c2X

2
2 + c3X2 + c4, (4.3)

for some ci, i = 1, . . . , 4. Next, on dividing this equation by β2, and replacing

Y1/β by v, we get,

v2 = X4
2 + d1X

3
2 + d2X

2
2 + d3X2 + d4, (4.4)

for some di, i = 1, . . . , 4. Finally, replacing X2 + d1/4 by u, the equation reduces

to the type

v2 = u4 + pu2 + qu+ r, (4.5)

where p, q, r are determined by the values of a0, a1, a2, a3, a4 as well as α, β.
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We now make the following substitutions,

u= (24V − 3q)/(24U + 4p),

v = (3456U3 + 864pU2 − 1728V 2 + 432qV

−8p3 − 27q2)/{48(6U + p)2},
(4.6)

when the quadratic equation (4.5) reduces to the following cubic equation:

V 2 = U3 − (p2 + 12r)

48
U +

2p3 − 72pr + 27q2

1728
. (4.7)

We also note that equations (4.6) can be solved for U, V to get

U = (1/2)u2 + (1/2)v + (1/12)p,

V = (1/2)u3 + (1/2)uv + (1/4)pu+ (1/8)q,
(4.8)

It follows from equations (4.6) and (4.8) that there is a one-to-one correspondence

between the points on the quartic curve (4.5) and the cubic curve (4.7), and hence

also between points on the quadratic curve (4.1) and the cubic curve (4.7) (except

for a finite number of points).

We also note that if we actually work out the values of p, q, r starting from

the quartic curve (4.1), and substitute these values in equation (4.7), we get the

cubic equation,

V 2 = U3 − IU/(4β4)− J/(4β6) (4.9)

where
I = a0a4 − a1a3/4 + a22/12,

J = a0a2a4/6− a0a
2
3/16− a21a4/16

+a1a2a3/48− a32/216,

(4.10)

are the invariants of the binary quartic form

a0x
4 + a1x

3y + a2x
2y2 + a3xy

3 + a4y
4. (4.11)

Finally, on writing V = y/β3, U = x/β2, equation (4.9) reduces to

y2 = x3 − Ix/4− J/4. (4.12)

Thus there exists a birational transformation that reduces the quadratic equation

(4.1) to the equation (4.12). This cubic equation is defined only by the coefficients

of the quadratic equation and is independent of the choice of the initial rational

point used to reduce the equation.

5. Group of rational points on an elliptic curve

We now consider rational points on the algebraic curve defined by a cubic

equation of the type

y2 = x3 + ax2 + bx+ c, (5.1)

where the coefficients a, b, c are rational numbers. This curve will have a singu-

larity if the discriminant of the cubic polynomial on the right-hand side of (5.1) is
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zero. We are interested in solving the diophantine equation (5.1) which is equiva-

lent to determining rational points on the curve defined by (5.1). If the curve has

a singularity, it is straightforward to determine rational points on it by drawing

an arbitrary line through the singular point.

We shall therefore assume that the discriminant is not zero. We note that

till now there is no known algorithm that will enable us to find a rational point

on every equation of type (5.1). At present, we just assume that there are some

known rational points on this cubic curve. If there exists a rational point on the

cubic curve (5.1) (and the discriminant is nonzero), equation (5.1) gives us an

example of what is known as an elliptic curve.

We denote this elliptic curve by E and the set of rational points on it by E(Q).

We shall now see that this set E(Q) can be given the structure of an abelian group.

The group structure arises in the following manner (see Figure 1).

Figure 1: The Group Operation on an Elliptic Curve

: Let O be a fixed rational point on the curve E. We connect two rational

points P1, P2 ∈ E(Q) by a straight line. Since we are considering the intersections

of a straight line with a cubic curve, this line will intersect E in a third point

P3. Moreover, since P1, P2 are rational points, the straight line joining them

is represented by a linear equation with rational coefficients, and since equation

(5.1) is also rational, it is easily seen that the third point of intersection P3 must

also be rational. Now we connect the rational points P3 and O by a straight line

and denote the third point of intersection of the line joining O and P3 with E by

P1+P2. The composition of the rational points P1 and P2 resulting in the rational

point P1 + P2 defines an abelian group with O as the identity for the group. It

is clear that the operation is commutative since it immediately follows from the

definition given above that P1 + P2 = P2 + P1. We now illustrate the fact that O
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is the identity (see Figure 2). To add an arbitrary rational point P on the elliptic

curve E to the point O, we draw the line PO to intersect the curve E in the third

point Q. Next we join OQ and extend this line segment to intersect the curve E

in a third point which is naturally the point P . Thus, by definition P + O = P,

and similarly O + P = P, so it follows that O acts as the identity element.

Next we illustrate the inverse of a point P on the elliptic curve E (see Figure

3). To find the inverse of an arbitrary rational point P on the elliptic curve E,

we first draw a tangent to the curve E at the identity O to intersect the curve E

at the rational point T . We now draw the line PT and extend it to intersect the

curve E in a third point, say Q. We will now show that the point Q is in fact the

inverse of P. We find the sum P +Q by drawing the line PQ which intersects the

curve E in the point T . Next we draw the line OT and since this is a tangent with

double contact at the point O, the third point of intersection of OT with the curve

E is to be taken as O. Thus, by definition, P +Q = O and hence Q is indeed the

inverse of the point P so that we may write Q = −P .

Figure 2: O as the identity element

The verification of the associative law is somewhat cumbersome and it is there-

fore being omitted. I may mention that algebraic formulae for the addition of two

rational points on the elliptic curve E can be worked out. While the formulae

are a bit cumbersome, we can use these formulae to verify all the properties of

a group, and thus establish algebraically that the rational points on the elliptic

curve E indeed form a group.

A rational point P ∈ E(Q) is said to be of finite order m if

mP = P + P + · · ·+ P = O (5.2)

but m′P ̸= O for all integers 1 ≤ m′ < m. If such an m exists, then P has finite

order; otherwise it has infinite order.
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Figure 3: The inverse of a point P

There is a celebrated theorem of Mordell (1922) according to which E(Q) is

a finitely generated group. According to Mordell’s theorem, there is a finite set of

rational points on the curve E such that every other rational point is obtained by

combining these points with one another.

According to the fundamental theorem on abelian groups, the group E(Q)

is isomorphic to a direct sum of infinite cyclic groups and finite cyclic groups of

prime power order. If we denote the additive group of integers by Z, the above

isomorphism may be written as

E(Q) ∼= Z ⊕ Z ⊕ · · · ⊕ Z︸ ︷︷ ︸
r times

⊕T, (5.3)

where T is a finite group. The integer r is called the rank of E(Q). It is conjectured

that there is no upper bound for r. The finite group T is called the torsion group

and according to a theorem of Mazur, its order does not exceed 16.

We will make use of the above facts as well as another theorem on elliptic

curves, namely, the Nagell-Lutz theorem, which is as follows:

Theorem 5.1. Let

y2 = f(x) = x3 + ax2 + bx+ c (5.4)

be an elliptic curve with integer coefficients, and let D be the discriminant of the

cubic polynomial f(x),

D = −4a3c+ a2b2 + 18abc− 4b3 − 27c2. (5.5)

Let P = (x, y) be a rational point of finite order on the above elliptic curve. Then

x and y are integers; and either y = 0, in which case P is of order two, or else, y

divides D.
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It follows immediately from the Nagell-Lutz theorem that if a point P on our

elliptic curve has co-ordinates that are not integers, then P cannot be a point of

finite order. It follows that there are infinitely many points on the elliptic curve

under consideration.

We have already seen that if a rational point on the quadratic curve

y2 = ax4 + bx3 + cx2 + dx+ e (5.6)

is known, then this quadratic equation can be transformed by means of a birational

transformation to a cubic equation of the type (5.1). We will now apply the

theorems on elliptic curves to the problems we have considered earlier.

6. The diophantine system
∑3

i=1 a
r
i =

∑3
i=1 b

r
i , r = 1, 2, 6.

We have earlier (see Section 2.3) reduced the diophantine system
∑3

i=1 a
r
i =∑3

i=1 b
r
i , r = 1, 2, 6 to the quadratic diophantine equation

w2 = 33124v4 + 444080v3 − 4465200v2 + 116480v − 780800, (6.1)

which may be re-written as

w2 = 4(91v − 610)(91v3 + 1830v2 + 320). (6.2)

We now make the following birational transformation,

v =
10(61ξ + 2529372)

91ξ
,

w= 303524640Y
91ξ2

,

(6.3)

ξ = 25293720
91v − 610 ,

η = 191810710w
(91v − 610)2

,
(6.4)

when the quadratic equation (6.2) reduces to the cubic equation

η2 = ξ3 + 93025ξ2 + 2571528200ξ + 17771451984400. (6.5)

The known rational point (7, 3618) on the quadratic curve (6.1) corresponds to a

rational point P on the elliptic curve (6.5) given by

(ξ, η) = (8431240/9, 25702635140/27). (6.6)

As the point P does not have integer co-ordinates, it follows from the Nagell-Lutz

theorem that this is not a point of finite order. Thus there are infinitely many

rational points on the elliptic curve (6.5) and these can be obtained by the group

law. These infinitely many rational points on the curve (6.5) yield infinitely many

rational solutions of equation (6.2), and working backwards, we get infinitely many

solutions of the diophantine system (2.20).
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7. The TARRY-ESCOTT problem of degree 11

We have earlier (see Section 3) reduced the Tarry-Escott problem of degree

11 to the quartic equation

Y 2 = 136X4 − 1073X2 + 1666. (7.1)

We already know that there are four rational points on this curve given by (±1, ±27).

We now apply the following birational transformation to equation (7.1),

X = (251ξ + 3η − 206690)/(89ξ + 3η − 36410),

Y = (243ξ3 − 766260ξ2 + 312978600ξ

−9256500η + 59116365000)

×(89ξ + 3η − 36410)−2,

(7.2)

ξ = (−86X2 − 1430X + 54Y + 2974)/(X − 1)2,

η = (14688X3 − 57942X2 − 1602XY − 57942X + 4518Y + 179928)

×(X − 1)−3,

(7.3)

when equation (7.1) reduces to the cubic equation

η2 = ξ3 + ξ2 − 1290080ξ + 556370100. (7.4)

The rational point (−1, 27) on the quadratic curve (7.1) corresponds to a

rational point P on the elliptic curve (7.4) given by

(ξ, η) = (9460/9, 514250/27). (7.5)

As the point P does not have integer co-ordinates, it follows from the Nagell-

Lutz theorem, as before, that this is not a point of finite order. Thus there are

infinitely many rational points on the elliptic curve (7.4) and these can be obtained

by the group law. These infinitely many rational points on the curve (7.4) yield

infinitely many rational solutions of equation (7.1). Finally using the relations

(3.17), and assigning appropriate values to z in each case, we get infinitely many

integer solutions of equation (3.16). These integer solutions of equation (3.16) lead

to infinitely many solutions of the diophantine system (3.11).

The point P on the curve (7.4) corresponds to the solution (x, y, z) = (1, 3, 1)

of equation (3.16) which, as already noted earlier, leads to a trivial solution of

(3.11). To get nontrivial solutions of (3.11), we have to compute other points on

the curve (7.4). For instance, the point 2P, given by

(ξ, η) = (163579/225, −6090292/3375), (7.6)

on the curve (7.4) corresponds to the point

(X, Y ) = (−457/353, −1968867/124609) (7.7)
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on the curve (7.1) which leads to the solution

(x, y, z) = (−101911, 346293, 78719) (7.8)

of (3.16) and finally to the following nontrivial solution of our diophantine system:

1019171k + 774217k + 712866k + 447858k + 428496k + 102257k

= 1018599k + 795069k + 652598k + 570049k + 264662k + 224448k,
(7.9)

where k = 2, 4, 6, 8, 10.

Two numerically smaller solutions of the diophantine system (3.11) obtained

by using computer trials to solve the quadratic equation (3.16) are as follows:

107k + 622k + 700k + 1075k + 1138k + 1511k

= 293k + 413k + 886k + 953k + 1180k + 1510k,
(7.10)

and

257k + 891k + 1109k + 1618k + 1896k + 2058k

= 472k + 639k + 1294k + 1514k + 1947k + 2037k,
(7.11)

both identities being valid for k = 2, 4, 6, 8, 10.

8. Addition laws on other models of elliptic curves

The algebraic formulae for the addition law on the cubic elliptic curve can

be worked out explicitly. I have, however, not given these formulae as they are

cumbersome to write, and that is why we get numerically large solutions using

the group law. In recent years there has been an effort to find out other models

of elliptic curves for which simple addition laws can be found. Any curve that

is birationally equivalent to an elliptic curve given by a cubic equation can be

considered as an elliptic curve. In 2007 Edwards found the curve

x2 + y2 = c2(1 + dx2y2), (8.1)

for which he gave the following simple addition formula: If there are two points

P1 = (x1, y1) and P2 = (x2, y2) on the above curve, then the addition of P1 and

P2 is defined by the simple formula,

P1 + P2 =

(
x1y2 + x2y1

c(1 + x1x2y1y2)
,

y1y2 − x1x2

c(1− x1x2y1y2)

)
. (8.2)

The identity element is (0, c) while the inverse of any point (x, y) on the Edwards

curve is given by (−x, y). The Edwards curve is birationally equivalent to an

elliptic curve given by a cubic equation, and is therefore to be regarded as an

elliptic curve.

There are other curves also for which simple addition formulae have been

found. We will not go into details here. I will end this lecture by stating some

open problems.
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9. SOME OPEN PROBLEMS

1. Are there any nontrivial solutions of the following diophantine equations:

xn + yn = un + vn, n ≥ 5. (9.1)

xn + yn + zn = un + vn + wn, n ≥ 7. (9.2)

2. Are there any ideal solutions of the Tarry-Escott problem of degree 10?

More generally, do there exist ideal solutions of the Tarry-Escott problem of an

arbitrary degree n?

3. Is there a 3× 3 magic square with all 9 entries being perfect squares? The

best known results concerning this problem are as follows:

1272 462 582

22 1132 942

742 822 972

In the above square, while the entries are all perfect squares, and 3 rows, 3

columns and one diagonal have the same magic sum 21609, the other diagonal has

a different sum 38307. Below is given an example of a 3× 3 magic square with 7

square entries.

3732 2892 5652

360721 4252 232

2052 5272 222121

Finally, I would like to thank the Indian Mathematical Society and the Orga-

nizing Committee once again. I also wish to thank all of you for attending this

lecture.

Notes

I wish to acknowledge the contributions of a number of authors whose books

and research papers have been consulted while preparing for the lecture. The

introductory material on diophantine equations is primarily based on [3, 16, 17].

The diophantine system (2.1) of Section 2.1 is discussed in [13, pp. 708-710], the

diophantine system (2.10) of Section 2.2 is solved in [7, pp. 305-6], the system

(2.19) for k = 3 is included in a result of Bastien (quoted in [13, p. 712]), the

system (2.19) for k = 5 is shown to have no nontrivial solutions in [9] while the

discussion on the system of equations (2.20) is based on [8] and [13, p. 639]. The

material on the Tarry-Escott problem is based on [4, 11, 12], Section 4 is based on

[16, p. 77], Section 5 on [18, Chapters 1, 2, 3] and Section 8 on [1, 2]. Some of the

references to open problems are in [4, 14] and the problem of 3× 3 magic squares
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is dealt with in [5, 6, 10]. Several remarks in the lecture are based on various other

sources too numerous to mention.
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SPAN OF SPECIFIC MANIFOLDS

S. S. KHARE

Abstract: A nowhere vanishing vector field s on a manifold Mn is a section

s : Mn → T (Mn) of the tangent bundle T (Mn) on Mn with s(x) ̸= 0, ∀x.
By the span of a manifold Mn, we mean maximum number of linearly inde-

pendent nowhere vanishing vector fields on Mn. The main objective of this

paper is to give an account of vector fields on manifolds, and lower bounds

and upper bounds of the span of specific manifolds like Grassmann mani-

folds, Milnor manifolds, Dold Manifolds, Wall manifolds, Stiefel manifolds

and projective Stiefel manifolds.

1. Introduction

All the manifolds Mn dealt in shall be smooth, closed (compact without

boundary) and connected of dimension n. A vector field s on Mn is a (con-

tinuous) section s : Mn → T (Mn) of the tangent bundle τ : T (Mn) → Mn. A

vector field s on Mn is called nowhere vanishing if s(x) ̸= 0,∀x ∈ Mn. A set

{s1, ...., sr} of nowhere vanishing vector fields on Mn is called everywhere linearly

independent, if the set {s1(x), . . . , sr(x)} is linearly independent, ∀x ∈ Mn.

The maximum number of everywhere linearly independent vector fields on Mn is

called the span of Mn and is denoted by span (Mn). Also, the number span

(Mn ⊕ ϵr) − r is same, ∀r ≥ 1 and is called the stablespan of Mn, which is

denoted by stable span Mn. Clearly,

span(Mn) ≤ stablespan(Mn) ≤ n.

The existence of nowhere vanishing vector field onMn, conditions for the existence

of k-everywhere linearly independent vector fields on Mn expressed in terms of

some algebraic invariants, and computation of span of specific manifolds like n-

dimensional sphere Sn, n-dimensional real projective space RPn, lens spaces, flag

manifolds, Grassmann manifolds, Stiefel manifolds, projective Stiefel manifolds,

* This paper is based on the invited talk delivered at the 77th Annual Conference of the

Indian Mathematical Society held at Swami Ramanand Teerth Marathwada University, Vish-

nupuri, Nanded - 431 606, Maharashtra, during the period December 27 - 30, 2011.

** Keywords and phrases: Vector fields, span of manifolds, π-manifolds, Milnor manifolds,

Dold manifolds, Wall Manifolds, Grassmann manifolds, Stiefel manifolds, projective Stiefel man-

ifolds.

c⃝ Indian Mathematical Society , 2012
77



78 S. S. KHARE

Milnor manifolds, Dold manifolds, Wall manifolds etc. have been of long standing

interest in Differential Topology. The first general result regarding existence of a

nowhere vanishing vector field on Mn is due to Hopf [4] in 1972. He proved that

Mn admits a nowhere vanishing vector field if and only if the Euler characteristic

χ(Mn) = Σ(−1)ibi, bi = dimHi(M
n,Q) being the ith Betti number of Mn,

summation being from 0 to ∞ and Q being the field of rationals.

2. Vector fields on Sn and RPn

A deep study of the span of Sn has been made by Hurwitz [5], Radon [21],

Steenrod and Whitehead [30] and Adams [1]. Since χ(Sn) ̸= 0, for even n, one

follows that span (Sn) = 0. In 1957, Steenrod and Whitehead [30] proved that

for odd n with n + 1 = 2ν . odd, span Sn < 2ν . In 1923, Hurwitz [5] proved the

following.

Theorem 2.1 (Hurwitz). For odd n with n+ 1 = 2c+4d. odd, let ρ(n) = 2c + 8d.

Then

span(Sn) ≥ ρ(n)− 1.

Proof: For an odd n, ∃ exactly ρ(n)− 1 orthogonal transformations Ai in the

orthogonal group O(n) such that

A2
i = −Id. andAiAj = −AjAi, i ̸= j.

Let α and β be two odd dimensional vector bundles on X such that the Whitney

sum α ⊕ β ≈ ϵn+1, ϵn+1 being (n + 1)-dimensional trivial bundle on X. Let

Hom(α, β) be the manifold of all vector bundle homomorphisms from α to β.

Define

vi : X → Hom(α, β)

as vi(x) = p ◦ Ai ◦ j, where j : αx → Rn is the inclusion map, p : Rn → βx is the

projection map, αx and βx being the fibers of the bundles α and β over x ∈ X.

It can be seen that {vi} is a linearly independent set of the sections of the bundle

Hom(α, β) → X. Hence span (Hom(α, β)) ≥ ρ(n)− 1. (Here, by span of a vector

bundle ξ : E → X, we mean maximum number of everywhere linearly independent

sections of the bundle ξ). Replacing X by Sn, α by the tangent bundle τ(Sn) of

Sn and β by the one dimensional trivial bundle ϵ1 over Sn, one gets

span (Hom(τ(Sn), ϵ1)) ≥ ρ(n)− 1.

This, together with the fact that

Hom(τ(Sn), ϵ1) ≈ τ(Sn),

implies that

span (τ(Sn)) = span (Sn) ≥ ρ(n)− 1. #



SPAN OF SPECIFIC MANIFOLDS 79

In 1962, Adams [1] proved the otherway inequality.

Theorem 2.2 (Adams). . For n odd with n+ 1 = 2c+4d odd,

span (Sn) ≤ ρ(n)− 1.

The proof of Adams theorem is extremely complicated and involves deep con-

cepts and tools like S-duality, J-map, cohomology operations in K-theory, spectral

sequence in K-theory etc. With Adams theorem, the computation of span (Sn)

was complete.

Singhof [27], in 1982, proved the following general result, which will be used

at different places in the paper.

Result 2.1 (Singhof). If p : E → B is a smooth fiber bundle, then

span (E) ≥ span (B) and stablespan (E) ≥ stablespan (B).

Further, if the fiber F is connected, then

stablespan (B) ≤ stablespan (E) ≤ stablespan(F ) + dimB.

The following theorem gives span (RPn).

Theorem 2.3. Span(RPn) = span(Sn).

Proof: For odd n, in the proof of the Theorem 1.1, choose X = RPn, α = γ1
n,

the canonical line bundle over RPn and β = γ⊥, the orthogonal complement of

γ1
n in ϵn+1. Then

Hom(γ1
n, γ

⊥) ≈ τ(RPn).

Therefore, span(RPn) ≥ ρ(n) − 1. Also, the projection map p : Sn → RPn is a

fiber bundle giving span(Sn) ≥ span(RPn) by Result 2.1. Therefore, by Theorem

2.2, span(RPn) ≤ ρ(n)− 1, showing that

span(RPn) = ρ(n)− 1 = span(Sn),

for odd n. However, for even n, the fiber bundle p : Sn → RPn gives

span(RPn) ≤ span(Sn) = 0.

Therefore, for even n,

span(RPn) = 0 = span(Sn). #

3. Span of π-manifolds

Before we go for the study of span of π-manifolds, it is necessary to mention

some useful results for general manifolds which will be used at different places in

the paper.

Result 3.1. For a manifoldMn, ifWn−k(M
n) ̸= 0, then span(Mn) ≤ k, Wn−k(M

n)

being the (n− k)th Stiefel Whitney class of Mn. (cf Steenrod [29]).
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Result 3.2. Let M be a manifold of dim n > 6, n ≡ 2( mod 4). Then

span(M) ≤ 3 if and only if χ(M) and Wn−2(M) vanish (cf. Koschorke [15]).

Result 3.3. Let Mn be a connected nonorientable manifold of dimension n with

n ≡ 3( mod 4). If n = 3, then span(Mn) ≥ 2 if and only if W 2
1 (M

n) = 0. If

n ≥ 7, then span(Mn) ≥ 2 if and only if W 2
1 (M

n) = 0 or if W 2
1 (M

n) ̸= 0 and

Wn−1(M
n) = 0 (cf. Koschorke [15] and Randall [22]).

Result 3.4. Let Mn be a connected nonorientable manifold of dimension n with

n ≡ 3( mod 4). If n ≥ 7, then span(Mn) ≥ 3 if and only if β∗Wn−3(M
n) = 0,

where β∗ is the Bockstein homomorphism. (cf. [23]).

A manifold Mn is defined to be parallelizable, if the tangent bundle τ(Mn)

is trivial. The Stiefel manifold Vn,k, consisting of all orthonormal k−frames in

Rn, k ≤ n, is parallelizable for all k > 1. Sn is not parallelizable.

By a π−manifold, we mean a manifold Mn immersed in Rn+1 with trivial

normal bundle. π-manifold is also called stably parallelizable. Sn is a π-manifold

for every n. The Stiefel manifold Vn,r is a π-manifold, ∀n and r. Kosinski and

Bredon [16, 17] proved the following.

Theorem 3.1. Let Mn be a π-manifold. Then

(a) Either Mn is parallelizable or span(Mn) = span(Sn).

(b) For even n, Mn is parallelizable if and only if χ(Mn) = 0.

(c) For n = 2q + 1 with n ̸= 1, 3, 7, Mn is parallelizable ⇔ χ̂2(M
n) = 0,

where χ̂2(M
n) =

q∑
i=0

dimHi(M
n;Z2) mod 2 and is called the Kervairc semi-

characteristic of Mn.

Proof: We give a brief sketch of the proof.

(a) Since Mn is a π-manifold, τ(Mn) ⊕ ϵ1 is trivial. Let F = {(e1, ....., en+1)}
be a framing of τ(Mn)⊕ ϵ1 compatible with the given orientation of τ(Mn)⊕ ϵ1.

Let x ∈ Mn and v = x1e1 + · · · + xn+1en+1 be in the fiber at x. Define F ∗(v) =

(x1, . . . , xn+1) ∈ Rn+1. Let s(x) be the image of the canonical section of the trivial

line bundle ϵ1 on Mn. Treating s(x) as an element of the top space of the bundle

τ(Mn)⊕ ϵ1, F ∗(s(x)) ∈ Sn. This defines a map

νF : Mn → Sn

as νF (x) = F ∗(s(x)). It is easy to see that ν∗F (τ(S
n)) = τ(Mn), which implies

that

span(Mn) ≥ span(Sn) = ρ(n)− 1.

Next, one can show that span(Mn) ≥ k if and only if for every framing F of

the bundle τ(Mn) ⊕ ϵ1, ∃ a map fk : Mn → Vn+1,k+1 with νF = πfk, where
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π : Vn+1,k+1 → Vn+1,1 = Sn is the canonical projection. Further, if F and G are

two framings of τ(Mn)⊕ ϵ1, then

deg(νG) = deg(νF ) + deg(π′ ◦ g),

where g : Mn → SO(n+ 1) is a map such that ∀x ∈ Mn, νG(x) = g(x)νF (x) and

π′ : Vn+1,n+1 = SO(n+ 1) → Sn = Vn+1,1

is the canonical projection. Also, deg(π′◦g) is always even and any map ν : Mn →
Sn of degree 1 can be lifted to f : Mn → Vn+1,k+1 if and only if span(Sn) ≥ k.

Now, suppose either n is even and ∃ a framing F with deg(νF ) = 0 or n is odd

and ∃ a framing G with deg(νG) being even. Therefore, in both cases ∃ a framing

G̃ such that deg(νG̃) = 0 which implies that

νG̃ : Mn → Sn

is homologically trivial. Therefore, νG̃ is null homotopic and hence can be lifted

to a map

fn : Mn → Vn+1,n+1 = SO(n+ 1).

Hence, span(Mn) ≥ n, giving span(Mn) = n.

Next, let n be even with some framing F such that deg(νF ) ̸= 0. We claim

that span(Mn) = 0. On the contrary, let span(Mn) ≥ 1. Hence ∃ a lifting

f1 : Mn → Vn+1,2

which induces the following commutative diagram

Hn(Vn+1,2) ≈ Z2

?
Hn(π)

�
�
�

�
�
�
��3

Hn(f1)

Hn(M
n) -

Hn(νF )
Hn(S

n) ≈ Z

This shows that deg(νF ) = deg(πf1) = 0, contradicting the hypothesis that

deg(νF ) ̸= 0. Thus span(Mn) = 0.

Now, suppose n is odd ̸= 1, 3, 7 and F is some framing with

deg(νF ) = 1( mod 2). Then there exists a framing G such that deg(νG) = 1 and

hence νG can be lifted to a map f : Mn → Vn+1,k+1 if and only if span(Sn) ≥ k,

which in turn shows that span(Mn) ≥ k ⇔ span(Sn) ≥ k. This, together with the

fact that span(Mn) ≥ span(Sn) implies that span(Mn) = span(Sn). This proves
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part (a).

(b) and (c): If n is even, then the canonical projection

π : Vn+1,n+1 = SO(n+ 1) → Sn = Vn+1,1

factors through Vn+1,2 with Hn(Vn+1,2) ≈ Z2, which shows that deg(π ◦ g) = 0.

Hence, for any two framings F and G, deg(νF ) = deg(νG). Also for even n, Mn is

parallelizable implies that span Mn = n, which in turn implies that deg(νF ) = 0,

for all framings F . Conversely, if deg(νF ) = 0, then span Mn = n and by part

(a), one infers that Mn is parallelizable. Thus, we conclude that for even n, Mn

is parallelizable ⇔ deg(νF ) = 0, ∀ framing F .

Further, if n is odd ̸= 1, 3, 7, then Mn is parallelizable ⇒ span Mn = n ⇒
for every framing F, deg(νF ) must be even. Conversely, deg(νF ) is even for some

framing F ⇒ span Mn = n ⇒ Mn is parallelizable by part (a). Now, let us define

d(Mn) =

deg(νF ), ifn is even

(deg(νF )) mod 2, ifn is odd

It is not difficult to verify that for a π-manifold Mn, n ̸= 1, 3, 7

d(Mn) = χ̂(Mn),

where

χ̂(Mn) =


1
2χ(M

n) ifn is even
r∑

i=0

dimHi(M
n;Z) mod 2, ifn = 2r + 1

This gives parts (b) and (c). #

A manifold Mn is defined as an almost parallelizable manifold if after

removing a point, it becomes parallelizable. Sn is almost parallelizable, ∀n. Note

that Sn is also π-manifold i.e. stably parallelizable. It is not difficult to show that

a π-manifold is always almost parallelizable. Further, an almost parallelizable

manifold is not stably parallelizable if and only if n = 4k and the Pontrjagin

class Pk(M
n) ∈ H4k(Mn;Z) is nonzero. Thomas [32] gave span of an almost

parallelizable manifold Mn, n = 4k, in 1969.

Theorem 3.2 (Thomas). Let M4k be an almost parallelizable manifold, k > 4

with Pk(M
4k) ̸= 0 and χ(M4k) = 0. Then span(M4k) = 2k or 2k − 1.

Proof: Let D be a small closed 4k-disc in M4k around a point x0. Collapsing

M − D to a point, we get S4k. Let p : M4k → S4k be the collapse map. Since

M4k is almost parallelizable, the tangent bundle τ(M4k) restricted to M − D is

trivial. Hence ∃ a 4k-plane bundle ξ on Sk such that τ(M4k) ≈ p∗(ξ). Also,

one knows that for an arbitrary manifold Mn with 4k ≤ n and Pk(M
n) ̸= 0,
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span(Mn) ≤ n − 2k. Therefore, in the present situation, span(M4k) ≤ 2k. By

naturality, Pk(M
4k) = p∗(Pk(ξ)), showing that Pk(ξ) ̸= 0. Barrot and Mahowald

[3] proved in 1964 that if Pk(ξ) ̸= 0, then ξ has precisely 2k−1 linearly independent

sections. But τ(Mn) ≈ p∗(ξ) ⇒ span(M4k) ≥ 2k − 1. Hence span(M4k) is 2k or

2k − 1. #

4. Span of GRASSMANN manifolds

Grassmann manifold G(m,n) is the manifold of dimension mn consisting of

all subspaces of dimension n in Rm+n. Clearly G(1, n) ≈ RPn.

Let ri : E(ri) → G(n1, n2) be the canonical ni-bundle, i = 1, 2, with

E(ri) = {((S1, S2), v) : v ∈ Si}.

Lam [18], in 1975, proved that r1 ⊕ r2 = ϵn1+n2 and the tangent bundle

τ(G(n1, n2)) ≈ r1 ⊗ r2. The following result helps in estimating stablespan of

G(n1, n2).

Theorem 4.1.

stablespan (G(n1, n2)) ≤ stablespan (G(n1 − 1, n2 − 1)) + (2n− 3),

where n = n1 + n2.

Proof: The inclusion map a : Rn−1 → Rn given by

a(x1, x2, . . . , xn−1) = (x1, x2, . . . , xn−1, 0)

induces inclusion homomorphism

a1 : G(n1 − 1, n2) → G(n1, n2)

a2 : G(n1, n2 − 1) → G(n1, n2)

such that

a∗i (rj) =

rj , j ̸= i

r′i ⊕ ϵ, j = i,

where r′1 is the canonical (n1 − 1)-plane bundle on G(n1 − 1, n2) and r′2 is the

canonical (n2 − 1)-plane bundle on G(n1, n2 − 1). Since

τ(G(n1, n2)) ≈ r1 ⊗ r2,

a∗i (τ(G(n1, n2)))⊕ r′i

=a∗i (r1 ⊗ r2)⊕ r′i

=

((r′1 ⊕ ϵ)⊗ r2)⊕ r′1, i = 1

(r1 ⊗ (r′2 ⊕ ϵ))⊕ r′2, i = 2
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=

(r′1 ⊗ r2)⊕ (r2 ⊕ r′1), i = 1

(r1 ⊗ r′2)⊕ (r1 ⊕ r′2), i = 2

=

τ(G(n1 − 1, n2))⊕ (n− 1)ϵ, i = 1

τ(G(n1, n2 − 1))⊕ (n− 1)ϵ, i = 2

Therefore,

stablespan (G(n1, n2)) ≤ (n− 1) + stablespan (G(n1 − 1, n2))

≤ (n− 1) + (n− 2) + stabspan (G(n1 − 1, n2 − 1))

= (2n− 3) + stablespan (G(n1 − 1, n2 − 1)).

Corollary 4.1. stablespan(G(n1, n2)) ≤ (n1−1)(2n2+1)+ stablespan (RPn2−n1+1),

n2 ≥ n1.

Proof: stablespan (G(n1, n2)) ≤ (2n− 3)+ stablespan (G(n1 − 1, n2 − 1))

≤ (2n−3)+(2n−7)+ · · ·+(2n− (3+4(n1−2)))+ stablespan (G(1, n2−n1+1))

= (2n− 3)(n1 − 1)− (4 + 8 + · · ·+ 4(n1 − 2)) + stablespan (RPn2−n1+1)

= (n1 − 1)(2n2 + 1) + stablespan (RPn2−n1+1)

Shanahan [26] in 1979 proved that

χ(G(n1, n2)) =


[n1+n2

2 ]

[n1

2 ]

 , if at most oneni is odd

0 , otherwise

The following result gives estimate of the span of G(n1, n2).

Theorem 4.2. If n1n2 is odd, then

span (G(n1, n2)) ≥ ρ(n1 + n2)− 1

Proof: Let r1 and r2 be the canonical bundles of dimensions n1 and n2 on

G(n1, n2).
Since

r1 ⊕ r2 = ϵn1+n2 ,

span (Hom(r1, r2)) ≥ ρ(n1 + n2)− 1.

Therefore,

span (G(n1, n2)) = span (τ(G(n1, n2)))

= span (r1 ⊗ r2)

≥ span (Hom(r1, r2))

≥ ρ(n1 + n2)− 1. #
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Theorem 4.3. For n1 ≥ 2

(i) G(n1, n2) has positive span ⇔ both n1 and n2 are odd.

(ii) No G(n1, n2) is stably parallelizable.

Proof: Suppose both n1 and n2 are odd. Then the Euler characteristic χ(G(n1, n2)) =

0, showing that span (G(n1, n2)) ≥ 1. Conversely, suppose span (G(n1, n2)) ≥ 1.

Therefore, χ(G(n1, n2)) = 0, showing that both n1 and n2 are odd. Further,

G(n1, n2) is not parallelizable since i
th Stiefel-Whitney class of G(n1, n2) does not

vanish for some i > 1. #

Korbaš [12, 13], Zvengrowski [35, 37], Sankaran [24] and Maitello and Maitello

[19] made extensive study of span of Grassmann manifolds. Still, a lot is to be

done to estimate span G(n1, n2) for general values of n1 and n2.

5. Span of projective STIEFEL manifold

The projective Stiefel manifold Xn,r is obtained from the Stiefel manifold

Vn,r by identifying an orthonormal r-frame v = (v1, . . . , vr) with the r-frame

−v = (−v1,−v2, . . . ,−vr). In particular, Xn,1 = RPn−1.

Let ξn,r be the line bundle associated with the double covering Vn,r → Xn,r.

Let ηn,r be the canonical (n − r)-plane bundle over Xn,r with the total space

E(ηn,r) given by

{(x, {v,−v}) ∈ Rn ×Xn,r : x is orthogonal to the space spanned by v}.

According to Smith [28],

rξn,r ⊕ ηn,r ≈ ϵn.

The line bundle ξn,r over Xn,r admits following universal property [28].

Result 5.1. Let X be a CW -complex. Then given a line bundle ξ over X, nξ

admits r everywhere linearly independent sections if and only if ∃ g : X → Xn,r

such that g∗(ξn,r) ≈ ξ.

Antoniano, Gitler, Ucci and Zvengrowski [2], using complex k-theory of Xn,r,

proved the following result regarding parallelizability.

Result 5.2. Xn,r is parallelizable, if the pair (n, r) is of the form

(n, n), (n, n− 1), (2m, 2m− 2), (4, r), (8, r), or (16, 8),

where m is an arbitrary positive integer.

Lam [18] gave stable tangent bundle of Xn,r as follows:

τ(Xn,r)⊕

(
r + 1

2

)
ϵ1 = nrξn,r (5.1)
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Korbaš, Zvengrowski and Sankaran [14, 25, 35, 36] made an extensive study of the

span of Xn,r. They gave upper bound of the span through the following result.

Theorem 5.1. Span (Xn,r) ≤ stablespan (Xn,r) < d−k, if there does not exist

a map

f : Xn,r → Xnr,nr−k

with f∗(ξnr,nr−k) = ξn,r. Here d = dim(Xn,r).

Proof: Suppose, stablespan (Xn,r) ≥ d−k. Then from the stable tangent bun-

dle of Xn,r, one infers that nrξn,r admits nr − k everywhere linearly independent

sections. Therefore, by Result 5.1, ∃ a map

f : Xn,r → Xnr,nr−k

such that f∗(ξnr,nr−k) = ξn,r. #

Simple lower bound for span (Xn,r) can be found using the following smooth

fibrations

Xn,r → Xn,r−1 → . . . → Xn,1 = RPn−1,
which gives

Xn,r → Xn,r−1 → . . . → Xn,1 = RPn−1,
which gives

ρ(n)− 1 = span (Xn,1) ≤ span (Xn,2) ≤ · · · ≤ span (Xn,r)

Another lower bound noted by Lam [18] is given as follows

span (Xn,r) ≥

(
r

2

)
.

However, the best lower bound mostly arise in the cases where

span (Xn,r) = stablespan (Xn,r).

In such cases, by (5.1), one gets

stablespan (Xn,r) = span (nrξn,r)−

(
r + 1

2

)

≥ span (nrξn,1)−

(
r + 1

2

)
.

Sankaran and Zvengrowski [25] obtained upper bounds for the span of pro-

jective Stiefel manifolds Xn,k for 2 ≤ k ≤ [
n

2
], using stable tangent bundle and

complex K-ring of these manifolds and the universal properties enjoyed by these

manifolds (Xn,k is classifying space for line bundle whose n-fold Whitney sum with

itself admits k-everywhere linearly independent sections). Recently Zvengrowski

and Korbaš [36] computed span (Xn,r) for r = 2, 3, 4 and for suitable (infinitely

many) values of n.
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6. Estimation of span of MILNOR manifolds

A Milnor manifold H(m,n) of dimension m+n−1 is a submanifold of RPm×
RPn consisting of elements ([x0, ....., xm], [y0, ....., yn]) in RPm × RPn such that
l∑

i=0

xiyi = 0, where l = min(m,n). For m ≤ n, H(m,n) is a fiber bundle over RPm

with fiber RPn−1. Let a ∈ H1(RPm;Z2) and b ∈ H1(RPn;Z2) be generators with

am+1 = bn+1 = 0 and ai, bj ̸= 0, 0 ≤ i ≤ m, 0 ≤ j ≤ n. Then the total Stiefel-

Whitney class W (H(m,n)) of H(m,n) is given by the restriction of

(1 + a)m+1(1 + b)n+1/(1 + a+ b)

to H(m,n) and the Stiefel-Whitney number of H(m,n) for a partition i1 + i2 +

· · ·+ ik of m+ n− 1 is given by

< (a+ b) ∪Wi1 ∪ · · · ∪Wik , [RPm × RPn] > ∈ Z2,

where Wij is the sum of ij-dimensional terms in the expansion of

(1 + a)m+1(1 + b)n+1/(1 + a+ b),

[RPm ×RPn] is the fundamental class of RPm ×RPn and <,> is the Kronecker

product. Bounding and independence problems for Milnor manifolds H(m,n)

have been settled by Khare, Sanghita and Das [10, 11] in 2000-2001. Estimation

of bounds of span of H(m,n) has been given by Khare [8] in 2008. Estimation of

bounds of span of H(m,n) has been divided in two cases.

Case I: Dim H(m,n) is odd.

Theorem 6.1.

ρ(2α − 1)− 1 ≤ span(H(2α − 1, 2β − 1)) ≤ 2α − 1, β ≥ α.

Proof: The total Stiefel-Whitney class W of H(2α − 1, 2β − 1) is given by

W =
(1 + a)2

α

(1 + b)2
β

(1 + a+ b)
| H

= (1 +
∑
i

(a+ b)i) | H.

Therefore,

(a+ b)W2β−2 = (a+ b)2
β−1 ̸= 0,

which implies that

span (H(2α − 1, 2β − 1)) ≤ (2α + 2β − 3)− (2β − 2)

= 2α − 1

Further, H(2α − 1, 2β − 1) fibers over RP2α−1.

Therefore,

span (H(2α − 1, 2β − 1)) ≥ span (RP2α−1)

= ρ(2α − 1)− 1. #
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Corollary 6.1. For l = 1, 3, 5 and l < 2β

span H(l, 2β − 1)) = l

Proof: Here l = 2α − 1, α = 1, 2, 3. Therefore,

ρ(l) = 2c + 8d, for c = 1, 2, 3 and d = 0

= 2c

= l + 1.

Theorem 6.2. 1 ≤ span (H(2α, 2β)) ≤ 2α − 1, α ≤ β

Proof: In this case

W (H(2α, 2β)) =
(1 + a)2

α+1(1 + b)2
β+1

(1 + a+ b)
| H

= (1 + ab+

∞∑
1

ab(a+ b)i)(1 + a)2
α

(a+ b)2
β

| H

Therefore,

(a+ b)W2β = ab(a+ b)2
β−1 + (a+ b)a2

α

.ab(a+ b)2
β−2α−2 + (a+ b)b2

β

= ab(a+ b)2
β−1 + ab2

β

̸= 0.

Hence,

span(H(2α, 2β)) ≤ (2α + 2β − 1)− 2β = 2α − 1

Further, it can be calculated that

χ(H(2α, 2β)) = 0,

which shows that

span (H(2α, 2β)) ≥ 1. #

Theorem 6.1 can be generalized to the Milnor manifolds H(m,n), with

m = 2α1 + · · ·+ 2αm − 1,

n = 2β1 + · · ·+ 2βn − 1,

for αm < · · · < α1 ≤ βn < · · · < β1 as follows.

Theorem 6.3. For αm < ..... < α1 ≤ βn < · · · < β1

ρ(2αm − 1)− 1 ≤ span (H(m,n)) ≤ 2αm − 1

Proof: W (H(m,n)) is given by

(1 +
∑
i

(a+ b)i)(1 + a)m+1(1 + b)n+1 | H.

Therefore,

(a+ b)Wm+n−2αm = (a+ b)m+n−2αm+1 +
∑
i,j

aibj(a+ b)m+n−2αm+1−i−j ,
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where i is the sum of some members of {2α1 , . . . , 2αm} and j is the sum of some

members of {2β1 , . . . , 2βn} with i ̸= m+1, j ̸= n+1 and i+ j < m+n− 2αm +1.

All the terms with i ̸= m− 2αm +1 are zero, while the terms with i = m− 2αm +

1 are nonzero. Number of such nonzero terms is odd giving one nonzero term

am−2αm+1bn+1−2β1
(a+ b)2

β1 − 1. Hence,

span (H(m,n)) ≤ (m+ n− 1)− (m+ n− 2αm + 1)

= 2αm − 1.

Also, H(m,n) fibers over RPm, which implies that

span (H(m,n)) ≥ span (RPm)

= ρ(m)− 1

= ρ(2αm − 1)− 1 #

Similarly, Theorem 6.2 can be generalized for H(m,n) with

m = 2α1 + ....+ 2αm

and n = 2β1 + ....+ 2βn ,

for αm < .... < α1 ≤ βn < .... < β1 as follows.

Theorem 6.4. For αm < .... < α1 ≤ βn < .... < β1

1 ≤ span (H(m,n)) ≤ 2αm − 1.

Proof:

W (H(m,n)) = (1 +
∞∑
0

ab(a+ b)i)(1 + a)m(a+ b)n | H.

Therefore,

(a+ b)Wm+n−2αm = ab(a+ b)m+n−2αm−1 +
∑
i,j

aibj(a+ b)m+n−2αm+1−i−j ,

where i is the sum of some members of the set {2α1 , ....., 2αm} and j is the sum of

some members of the set {2β1 , ....., 2βn} with i ̸= m, j ̸= n and i + j < m + n −
2αm+1. All but two terms namely am−2αm

bn(a+b) and am−2αm
bn−2βn

(a+b)2
βn+1

of the above sum can be paired in such a way that each pair contributes zero. The

remaining two terms mentioned above clearly contribute nonzero. Hence

(a+ b)Wm+n−2αm ̸= 0.

Therefore,

span(H(m,n)) ≤ 2αm − 1.

Also, H(m,n) fibers over RPm with fiber RPn−1, showing that

χ(H(m,n)) = χ(RPm).χ(RPn−1) = 0.

Hence,

span(H(m,n)) ≥ 1. #

Case II: Dim H(m,n) is even.


